1 Introduction

In this essay we present background, history and importance of Ramanujan graphs focusing on the recent developments made by Marcus, Spielman and Srivastava in [1]. We present a proof of their result about existence of infinite families of Ramanujan graphs of every degree.

In Section 2 we present preliminary results and motivation for seeking Ramanujan graphs, by the means of showing which properties they satisfy. Here, we also present a novel idea for constructing Ramanujan graphs, which provides several classes of small examples, we use this idea to illustrate the issues we need to deal with when seeking Ramanujan graphs.

In Subsection 2.1 we start by introducing basic concepts and prove a series of basic results we will use throughout the essay. We also comment on the relation of this results to the largest eigenvalues of a graph.

In Subsection 2.2 we introduce the concept of the second largest eigenvalue and link it to various important properties of the graph. We present one such, in particular we improve on a result by Chung [3] linking the second eigenvalue to the diameter of the graph.

In Subsection 2.3 we present the result of Alon [7] showing that in some sense Ramanujan graphs are best possible in terms of second eigenvalue size for large values of $n$.

In subsection 2.4 we present our own work on construction of small Ramanujan graphs, having the goal of presenting the problem and pointing out the issues with constructions.

In Section 3 we present the result of Marcus, Spielman and Srivastava from [1] and develop several concepts instrumental in the proof. We start this section with an overview of the proof, as we believe it would be easier to follow after considerations of Section 2.
2 Eigenvalues of a Graph

2.1 Preliminaries

Throughout this essay \( G \equiv G(V, E) \) will denote a simple graph with vertex set \( V(G) \) and edge set \( E(G) \). We note that by a simple graph we denote a graph which has no loops or multiple edges joining the same pair of vertices.

The adjacency matrix of a graph \( G \) on \( n \) vertices indexed by the set \( [n] = \{1, 2, \cdots, n\} \) is an \( n \times n \) matrix \( A \) with entries in \( \{0, 1\} \) where \( A_{ij} = 1 \) if and only if there is an edge between vertices \( i \) and \( j \).

Adjacency matrix contains information about various important properties of the graph. For example, its \( k \)-th power counts the number of walks of length \( k \) in the graph. Furthermore, we notice that when we defined the adjacency matrix we needed to index the vertices, which means that adjacency matrix of a graph is only specified up to permutations of rows and columns. This motivates the importance of matrix invariants under these permutations, some of the most important of which are its eigenvalues.

We note that \( \det(\lambda I - A) \) is invariant under a transposition of indices of a pair of vertices as this corresponds to one swap of rows and one corresponding swap of columns, each only changing the sign of the determinant. This shows the eigenvalues of the adjacency matrix are invariant under the choice of indexing and as such are a property of the graph itself. The set of eigenvalues of a graph are called its spectrum. The relation between eigenvalues and eigenvectors with various properties of a graph is the subject of study of spectral graph theory.

The adjacency matrix of a graph is a real symmetric matrix, as such all its eigenvalues are real. Furthermore, we can find an orthonormal basis of real eigenvectors, as proved in [2]. This implies that the geometric multiplicities match the algebraic and each eigenspace is of full rank.

A graph is regular if every vertex has the same number of neighbours, we say it is \( d \)-regular if this number equals \( d \). We notice that a graph is regular if and only if \( (11\cdots1) \) is an eigenvector of the adjacency matrix, where the graph is \( d \)-regular if the corresponding eigenvalue equals \( d \), this is a simple example of a spectral result.

In the following lemma we turn to the significance of the largest, in absolute value, eigenvalue. We give elementary, so slightly longer, proofs using several different ideas in an attempt to provide basic motivation and intuition for the following sections.

**Lemma 2.1.** Given a \( d \)-regular graph \( G \), with eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \).

a) \( d = \lambda_1 \)

b) Let \( k \) be the largest integer such that \( \lambda_k = d \). Then \( k \) equals the number of connected components of \( G \).

c) \( \lambda_n \geq -d \) with equality if and only if \( G \) is bipartite.
d) If $G$ is bipartite $\lambda$ and $-\lambda$ have matching multiplicities for any real number $\lambda$.

Proof.

a) Let $\vec{v} = (v_1 \cdots v_n)$ be a non-zero eigenvector of an eigenvalue $\lambda$, let us assume without loss of generality that $v_1$ maximizes $|v_i|$, as $v$ is non-zero this implies $|v_1| > 0$. Let $N(i)$ denote the set of neighbours of $i$, note that the graph is $d$-regular so $|N(i)| = d$. Then

$$|\lambda_1 v_1| = |(A\vec{v})_1| = \left| \sum_{i \in N(1)} v_i \right| \leq \sum_{i \in N(1)} |v_i| \leq |N(1)||v_1| = d|v_1|$$

(1)

where we used the triangle inequality. This implies $|\lambda_1| \leq d$. Noticing that $v_i = 1$ for all $i$ is an eigenvector with eigenvalue $d$ so $\lambda_1 = d$.

b) Let us first assume that the graph is connected.

If $\lambda = d$ we have equality in the above inequality, taking further, as $\vec{v}$ was an arbitrary eigenvector, that $\vec{v}$ is a real eigenvector, we get $v_1 = v_i$ for all $i \in N(1)$.

Let $S$ be the set of vertices $i$ with $v_i = v_1$. If $S \neq [n]$ as $G$ is connected there is an edge $ij$ with $i \in S$ and $j \notin S$ but then repeating the above argument for $i$ we reach a contradiction, hence $S = [n]$. This implies that any eigenvalue of $\vec{v}$ is a multiple of $(1 \cdots 1)$ so the eigenspace of $\lambda$ is 1-dimensional which combined with the fact there is a basis of eigenvectors implies multiplicity of $\lambda$ is 1.

Finally, we notice that if we reorder the indices, so that the vertices in the connected components are consecutive in the indexing, the adjacency matrix becomes a block diagonal matrix with each block corresponding to the adjacency matrix of a connected component. This implies that the set of eigenvalues of $G$ is a union, taken with multiplicity, of the eigenvalues of its connected components. This, combined with the fact a connected graph has eigenvalue $d$ with multiplicity 1, proves the result.

c) The argument in part a) shows $|\lambda_n| \leq d$ so $\lambda_n \geq -d$.

If $-d$ is an eigenvalue we have equality in the inequality of part a), as before we may assume $\vec{v}$ is real. This in turn implies $|v_1| = |v_i|$ for all $i \in N(1)$ and repeating the argument of part b) we conclude $|v_i|$ is constant for all $i$ so the same inequality can be applied to any vertex.

Furthermore in order to have equality we need $v_i$ to be constant on $N(j)$ for all $j$, in particular any 2 vertices at distance 2 have the same value of $v_i$. Repeated application of this implies any 2 vertices joined by a walk of even length have same $v_i$.

We note that $v_i$ can not be constant for all $i$ as then the eigenvalue would be $d$. Hence there are 2 values that $v_i$ can take, namely $\pm v_1$, we claim the vertices taking the same value define the bipartitions.

Let us assume that there is an edge between $i, j$ with $v_i = v_j$. As the graph is connected, there needs to exist a $k$ and a path from $i$ to $k$, such that $v_k \neq v_i$. If this path is even
we get a contradiction to \( v_i \neq v_k \), else by appending edge \( ij \) to the path, we find an even walk from \( j \) to \( k \) implying \( v_j = v_k \) again giving us a contradiction. This shows that \( G \) is indeed bipartite.

If \( G \) is bipartite, taking \( v_i = 1 \) if \( i \) is in the first bipartition and \( v_i = -1 \) if it is in the second. The resulting vector is an eigenvector with eigenvalue \(-d\).

d) If \( \lambda = 0 \) the claim is trivially true, we now assume \( \lambda \neq 0 \).

Indexing the vertices in a way such that members of the same bipartition are consecutive in the ordering, the adjacency matrix \( A \) will be a block matrix of the following form

\[
A = \begin{pmatrix} 0 & X \\ X^t & 0 \end{pmatrix}
\]

Where \( X \) is an \( a \times b \) matrix where \( a, b \) are the sizes of the bipartitions. If \( \vec{v} = \begin{pmatrix} \vec{u} \\ \vec{w} \end{pmatrix} \) is an eigenvector, where \( u \in \mathbb{R}^a \) and \( w \in \mathbb{R}^b \).

\[
A\vec{v} = \begin{pmatrix} 0 & X \\ X^t & 0 \end{pmatrix} \begin{pmatrix} \vec{u} \\ \vec{w} \end{pmatrix} = \begin{pmatrix} X\vec{w} \\ X^t\vec{u} \end{pmatrix}
\]

In particular \( X\vec{w} = \lambda \vec{u} \) and \( X^t\vec{u} = \lambda \vec{w} \).

Let \( \vec{v}_1, \cdots, \vec{v}_l \) be a basis for the eigenspace of \( \lambda \). Let \( \overline{u}_i, \overline{w}_i \) be decompositions as above. Let us assume \( \sum_{i=1}^{l} k_i \overline{u}_i = 0 \) which gives \( 0 = X^t \sum_{i=1}^{l} k_i \overline{u}_i = \sum_{i=1}^{l} k_i X^t \overline{u}_i = \lambda \sum_{i=1}^{l} k_i \overline{w}_i \). As \( \lambda \neq 0 \) this implies \( \sum_{i=1}^{l} k_i \overline{w}_i = 0 \), so \( \sum_{i=1}^{l} k_i \overline{v}_i = 0 \) implying \( k_i = 0 \forall i \).

This shows \( \overline{u}_i \) are linearly independent.

But \( \vec{v}'_i = \begin{pmatrix} \overline{u}_i \\ -\overline{w}_i \end{pmatrix} \) is an eigenvector of \(-\lambda\). As \( \overline{u}_i \) are independent, so are \( \vec{v}'_i \) implying that multiplicity of \(-\lambda\) is larger or equal then that of \( \lambda \). Repeating the argument for \(-\lambda\) in place of \( \lambda \) we conclude they are in fact equal, completing the proof.

\[
\square
\]

Eigenvalues \( \pm d \) are often called trivial as the above lemma answers completely the question of how they relate to graph properties.

We notice that using the above lemma we are able to deduce certain properties of the graph simply by knowing something about its (largest) eigenvalue. For example we can read out the number of connected components or know if it is bipartite.

We also notice that by using Gaussian elimination we can find the eigenvalues in worst case complexity of \( O(n^3) \). In this case both bipartiteness and number of connected components can be found faster using direct algorithms, but there are properties in which the method using eigenvalues is very useful computationally.

We also add that, in some sense, by imposing a condition of regularity we are controlling the largest eigenvalue, the above lemma simply showcases how well this control works.
motivates a natural question about how the second largest eigenvalue varies with the graph. We are specifically interested in how much it can vary and which properties of the graph can be controlled using it.

### 2.2 The Second Largest Eigenvalue

We start by specifying what exactly we mean by the *second largest eigenvalue*. In particular we mean the largest, in absolute value, non-trivial eigenvalue. Throughout this essay $\mu$ stands for this eigenvalue, taken to be positive if we have a choice. We will see later that this corresponds to the smallest non-zero eigenvalue of the Laplacian matrix.

Throughout this essay we will mostly work with connected graphs, but we add that most results generalise trivially to arbitrary graphs by applying the connected versions to each connected component of the graph.

A first property that we try to control using the second eigenvalue is the *diameter* of a graph. For 2 vertices $a, b \in V(G)$ we define $d(a, b)$ to be the length of a shortest path between them, where the length of a path is the number of edges it contains. We define the diameter $D(G)$ to be the maximal $d(a, b)$ over all pairs of vertices $a, b \in V(G)$.

The following theorem is a refinement of the work of Chung [3]. In particular our improvement applies when a graph is bipartite, in that case their result gives a vacuous $D(G) \leq \infty$ while our is barely weaker than the general bound.

We draw attention to the fact Chung uses a different definition of what the second largest eigenvalue is, if we index the eigenvalues so that $|\lambda_1| \geq |\lambda_2| \geq \cdots \geq |\lambda_n|$ their result applies for $|\lambda_2|$ which, for example if $G$ is bipartite equals $d$ and is still trivial. Our improvement lies in showing the result is still true with our meaning of the second largest eigenvalue, in particular the largest non-trivial one.

**Theorem 2.2.** For a $d$-regular connected graph on $n$ vertices, with the second largest eigenvalue $\mu \neq 0$, we have:

$$D(G) \leq \left\lceil \frac{\log (n - 1)}{\log \frac{d}{|\mu|}} \right\rceil + 1(G \text{ is bipartite})$$

Where the indicator function $1(G \text{ is bipartite}) = 1$ if $G$ is bipartite and 0 otherwise.

**Proof.** Let $A$ be the adjacency matrix, $\lambda_1, \lambda_2, \cdots, \lambda_n$ its eigenvalues and $v_1, \cdots, v_n$ the corresponding orthonormal basis of real eigenvectors.

As we mentioned before $(A^m)_{ij}$ equals the number of walks of length $m$ between vertices $i, j$ in the graph. So, we conclude that if $(A^m)_{ij} > 0$, for all pairs $i, j$, then $D(G) \leq m$.

Using this observation the idea of the proof is to diagonalise the adjacency matrix, so we can take its power and split it into the part dominated by the trivial eigenvalues and the remainder and finally bound the remainder in terms of $\mu$, as $|\mu| < d$ we notice that powers of eigenvalue $d$ will dominate and hence, ensure positivity of entries for moderately large $m$. 
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We can write $A = \sum_{i=1}^{n} \lambda_i \overline{v}_i v_i^t$ and $A^m = \sum_{i=1}^{n} \lambda_i^m \overline{v}_i v_i^t$

- Let us assume the graph is not bipartite.

Hence, there is a unique trivial eigenvalue $\lambda_1 = d$ with corresponding eigenvector $\overline{v}_1 = \frac{1}{\sqrt{n}}(1 \cdots 1)^t$. Also $|\lambda_i| \leq |\mu|$ for all $i > 1$. This implies:

\[(A^m)_{rs} = \sum_{i=1}^{n} \lambda_i^m (\overline{v}_i v_i^t)_{rs}\]
\[= \frac{d^m}{n} + \sum_{i>1} \lambda_i^m (\overline{v}_i)_{r}(\overline{v}_i)_{s}\]
\[\geq \frac{d^m}{n} - \left| \sum_{i>1} \lambda_i^m (\overline{v}_i)_{r}(\overline{v}_i)_{s} \right|\]
\[\geq \frac{d^m}{n} - |\mu|^m \sum_{i>1} |(\overline{v}_i)_{r}| |(\overline{v}_i)_{s}|\]
\[\geq \frac{d^m}{n} - |\mu|^m \left( \sum_{i>1} |(\overline{v}_i)_{r}|^2 \right)^{1/2} \left( \sum_{i>1} |(\overline{v}_i)_{s}|^2 \right)^{1/2}\]
\[= \frac{d^m}{n} - |\mu|^m \left( 1 - |(\overline{v}_1)_{r}|^2 \right)^{1/2} \left( 1 - |(\overline{v}_1)_{s}|^2 \right)^{1/2}\]
\[= \frac{d^m}{n} - |\mu|^m \left( 1 - \frac{1}{n} \right)\]

Here the second inequality follows by the triangle inequality and the third by an application of Cauchy-Schwartz inequality.

By careful consideration of when the equality is possible in the above sequence of inequalities we can deduce that it is possible only if $r = s$ or $\mu = 0$. The former is irrelevant in our argument as we are only interested in paths between different vertices and the latter is excluded in the statement as it would require by one higher bound in the left hand side of $[1]$.

Using this, given $\left( \frac{d}{|\mu|} \right)^m \geq n - 1$, we have $(A^m)_{rs} > 0$ for all $r \neq s$ implying $D(G) \leq m$ giving us inequality $[1]$.

- We are left with the case when $G$ is bipartite.

Firstly we notice that the above argument needs a slight modification. It is possible that $A^m$ has zero entries off the diagonal for all $m$, in fact this happens for any non trivial bipartite graph with $n \geq 3$, as any two members of the same partition can only be connected by walks of even length while members of different bipartitions can only have walks of odd length connecting them.

In order to tackle this, we note that if for some $m > 0$ we show that at least one of the $(A^m)_{rs} > 0$ and $(A^{m+1})_{rs} > 0$ is true, for all pairs of vertices $r, s$, then $D(G) \leq m + 1$. 
As $G$ is connected and bipartite from Lemma 1.1 we know that there are exactly 2 trivial eigenvalues, namely $\lambda_1 = d$ with eigenvector $v_1 = \frac{1}{n}(1 \cdots 1)^t$ and $\lambda_2 = -d$ with eigenvector $v_2 = \frac{1}{n}(1 \cdots 1 - 1 \cdots -1)^t$.

Noticing that $\lambda_2 ^m (v_2)_r (v_2)_s = \pm \frac{d^m}{n}$ and is always of different sign than the corresponding value for $m + 1$ using the same inequalities as before we conclude that either

$$(A^m)_{rs} \geq \frac{2d^m}{n} - |\mu|^m \left(1 - \frac{2}{n}\right)$$

or

$$(A^{m+1})_{rs} \geq \frac{2d^{m+1}}{n} - |\mu|^{m+1} \left(1 - \frac{2}{n}\right).$$

So given $(\frac{d}{|\mu|})^m \geq n - 1$ we know that $(\frac{d}{|\mu|})^{m+1} \geq (\frac{d}{|\mu|})^m \geq n - 1 > \frac{n-2}{2}$ so the inequality [1] holds in this case as well. We add that the indicator function in the bipartite case comes in as we deduce that $D(G) \leq m + 1$ rather than just $m$.

\[\square\]

Remark For completeness, the condition $\mu = 0$ is possible only if the graph is complete or complete bipartite (with same size bipartitions) in which cases the diameter is trivially 1 and 2 respectively.

This theorem shows that by having a small second eigenvalue we can bound the diameter of the graph. We mention several other properties that can be controlled by the second eigenvalue. For example how good an expander a graph is, in the sense of the following theorem\[1\]. The following theorem is due to Tanner [5], its proof is very similar to the one given above so we omit it here.

**Theorem 2.3.** Given a $d$-regular graph with second largest eigenvalue $\mu$. Given a subset of vertices $X \subset V(G)$, let $N(X)$ denote the neighbourhood of $X$ then:

$$N(X) \geq \frac{d^2 |X|}{(d^2 - \mu^2)|X|/n + \mu^2}$$

Proof. We point the reader to [5], or for more details to the work of Alon and Millman [4]. \[\square\]

There are several other important properties which can be controlled by $|\mu|$ in a similar fashion. For example the smaller $|\mu|$ is, the graph can be made a better expander, magnifier, to have large girth (in some specific cases), concentrator, for detailed expositions of these results we point the reader to [4], [3], [6].

We add that each of the above mentioned properties are desirable in certain constructions of various types of networks, for example having a short diameter would ensure that information can travel between any 2 clients via a short path, expansion property can be

\[1\] We add that there are several different definitions of expander graphs depending very much on the circumstances, most are very much positively correlated or even equivalent.
used to ensure redundancy or increased bandwidth. So it makes a lot of sense to attempt to construct graphs with small second eigenvalue.

2.3 Lower Bound

We start by presenting a result of Alon [7] which shows that we can not get $|\mu|$ to be too small as $n$ increases. Following [7] we actually show a slightly stronger statement, in particular the second largest positive eigenvalue can not be too small.

**Theorem 2.4.** Given a $d$-regular connected graph $G$ with diameter $D(G) \geq 2k + 2$. If $d = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$ are the eigenvalues of $G$, then we have:

$$\lambda_2 \geq 2\sqrt{d - 1} - \frac{2\sqrt{d - 1}}{k}.$$ 

**Proof.** For simplicity and to follow [7] we introduce the Laplacian matrix $L = dI - A$, where $I$ is the identity matrix and $A$ is the adjacency matrix.

We note that eigenvalues of $L$ are given by $\mu_i = d - \lambda_i$. So in particular $\mu_2$ is the smallest strictly positive eigenvalue of $L$. Let \{\overline{v}_i\}_{i=1}^n$ be an orthonormal basis of real eigenvectors for $L$, which is the same as for $A$.

For any $\overline{x} \neq 0 \in \mathbb{R}^n$ orthogonal to $\overline{v}_1$, in other words such that $(\overline{x}, \overline{v}_1) = \overline{x}^t\overline{v}_1 = \sum_{i=1}^n x_i = 0$, let $\overline{x} = \sum_{i=1}^n a_i\overline{v}_i$ then the orthogonality condition is equivalent to $a_1 = 0$. We have

$$\frac{(L\overline{x}, \overline{x})}{(\overline{x}, \overline{x})} = \frac{\overline{x}^tL\overline{x}}{\overline{x}^t\overline{x}} = \frac{\sum_{i=1}^n \mu_i a_i^2}{\sum_{i=1}^n a_i^2} = \frac{\sum_{i=2}^n \mu_i a_i^2}{\sum_{i=2}^n a_i^2} \geq \frac{\sum_{i=2}^n \mu_2 a_i^2}{\sum_{i=1}^n a_i^2} = \mu_2$$ \hspace{1cm} (1)

Where the third equality follows from $a_1 = 0$ and the inequality from $\mu_2 \leq \mu_i$ for all $i \geq 2$.[2]

Based on this, our strategy is to find an $\overline{x}$ subject to above conditions for which $(L\overline{x}, \overline{x})/(\overline{x}, \overline{x})$ is small.

Let $u_0, w_0$ be vertices of the graph such that $d(u_0, w_0) = D(G) \geq 2k + 2$. Let $u_1, w_1$ be vertices of the shortest path joining $u_0, w_0$ adjacent to $u_0, w_0$ respectively.

Figure 1: Definition of $u_i, w_i$.

We now define $U_0 = \{u_0, u_1\}$ and $W_0 = \{w_0, w_1\}$ we define $U_i$ to be the set of vertices having shortest distance $i$ from $U_0$. We define $W_i$ analogously.

The important property we require is $|U_i| \leq (d - 1)|U_{i-1}|$ for $i \geq 1$, this follows as each element of $U_i$ needs to have at least one edge towards $U_{i-1}$ and the graph being $d$ regular.

\[2 We add that taking $\overline{x} = \overline{v_2}$ we can achieve the equality. This argument is in fact a simple case of the Courant-Fischer theorem giving an alternative, variational, definition of eigenvalues.
implies every member can add at most \(d-1\) other elements to \(U_i\). Clearly, the same inequality is true for \(|W_i|\).

We also notice that \(U = \bigcup_{i=0}^{k-1} U_i\) is disjoint from \(W = \bigcup_{i=0}^{k-1} W_i\) and there are no edges between members of \(U\) and \(W\), as otherwise we would have a path joining \(U_0\) and \(W_0\) of length at most \(k-1 + k-1 + 1 = 2k - 1\) which is not possible as \(d(u_0, w_0) \geq 2k + 2\), so consequently \(d(u_1, w_1) \geq 2k\), the following figure illustrates the setting.

Figure 2: Illustration of the problem setting.

We define \(x_v = \frac{1}{(d-1)^{\frac{1}{2}}}\) for all \(v \in U_i\) and \(x_v = \frac{c}{(d-1)^{\frac{1}{2}}}\) for all \(v \in W_i\) and all \(i \leq k\), we set \(x_v = 0\) for all other vertices, \(c\) here is a real parameter chosen such that \(\sum_{v \in V(G)} x_v = 0\). Our plan is to use inequality (1) with this \(x\).

\[
(L\bar{\pi}, \bar{\pi}) = \sum_{v=1}^{n} n x_v^2 = \sum_{v \in U} x_v^2 + \sum_{v \in W} x_v^2 = \sum_{i=0}^{k-1} \sum_{v \in U_i} x_v^2 + \sum_{i=0}^{k-1} \sum_{v \in W_i} x_v^2 = \sum_{i=0}^{k-1} \frac{|U_i|}{(d-1)^i} + c^2 \sum_{i=0}^{k-1} \frac{|W_i|}{(d-1)^i} \]

Where we used that \(x_v = 0\) outside \(U \cup W\) and define \(A, B\) to be the summands of the right hand side.

\[
(L\bar{\pi}, \bar{\pi}) = \sum_{v=1}^{n} \sum_{u=1}^{n} x_v L_{vu} x_u = \sum_{v=1}^{n} dx_v^2 - \sum_{vu \in E(G)} 2x_v x_u = \sum_{vu \in E(G)} (x_v - x_u)^2 \quad (2)
\]

We attempt to give some motivation for this choice of \(x\). If we consider an infinite \(d\)-ary tree (an infinite tree in which every vertex has exactly \(d\) neighbours), which is in some sense, ignoring the fact it is infinite, an example showing the above result is tight, so in order to find finite borderline examples it makes a lot of sense to work with graphs which at least locally look like a tree. With this in mind it makes a lot of sense making \(\bar{\pi}\) constant on each of \(U_i, W_j\) as in some sense we can not distinguish these vertices, making it 0 elsewhere should not have a large impact as by our choice of \(u_0, w_0\) we should cover almost all the graph in these cases. Graphs looking locally like a tree should also in turn have equality in the \(|U_i| \leq (d-1)|U_{i-1}|\), which is the reason we need \(\sqrt{(d-1)^{-i}}\) to counter the increase in maximal number of vertices in \(|U_i|\), note that we will be working with squares in the scalar products so we need to take the root.
Where we used the fact each vertex is an endpoint of exactly $d$ edges and the factor of 2 comes in, as the summation $vu \in E(G)$ goes over the edges of $G$, so we need to count both $uv$ and $vu$.

Now noticing that all the edges with one vertex in $U_i$ have the second vertex in either $U_{i-1}$, $U_i$ or $U_{i+1}$ for $i \leq k-2$, and that as we argued before there are no edges between $U_{k-1}$ and $W_{k-1}$ we get that contribution to $2$ from edges incident with $U$ is:

$$
\sum_{i=0}^{k-2} \sum_{v \in U_i} \left( \sum_{u \in U_i: vu \in E(G)} (x_v - x_u)^2 + \sum_{u \in U_{i+1}: vu \in E(G)} (x_v - x_u)^2 \right) + \sum_{v \in U_{k-1}} \sum_{u \in V(G) - U: vu \in E(G)} (x_v - x_u)^2 =
$$

$$
\sum_{i=0}^{k-2} \sum_{v \in U_i} \sum_{u \in U_{i+1}} (x_v - x_u)^2 + \sum_{v \in U_{k-1}} \sum_{u \in V(G) - U: vu \in E(G)} x_v^2 \leq
$$

$$
\sum_{i=0}^{k-2} |U_i|(d-1) \left( \frac{1}{(d-1)^{i/2}} - \frac{1}{(d-1)^{(i+1)/2}} \right)^2 + |U_{k-1}|(d-1) \left( \frac{1}{(d-1)^{(k-1)/2}} \right)^2 =
$$

$$
\sum_{i=0}^{k-2} \frac{|U_i|}{(d-1)^i} \frac{(\sqrt{d-1} - 1)^2}{(d-1)^i} + \frac{|U_{k-1}|}{(d-1)^{k-2}} =
$$

$$
\sum_{i=0}^{k-2} \frac{|U_i|}{(d-1)^i} (d - 2\sqrt{d-1}) + \frac{|U_{k-1}|}{(d-1)^{k-1}} (d - 2\sqrt{d-1} + 2\sqrt{d-1} - 1) =
$$

$$
\sum_{i=0}^{k-1} \frac{|U_i|}{(d-1)^i} (d - 2\sqrt{d-1}) + \frac{|U_{k-1}|}{(d-1)^{k-1}} (2\sqrt{d-1} - 1) =
$$

$$(d - 2\sqrt{d-1}) A + \frac{|U_{k-1}|}{(d-1)^{k-1}} (2\sqrt{d-1} - 1) \leq
$$

$$(d - 2\sqrt{d-1}) A + k \frac{|U_{k-1}|}{(d-1)^{k-1}} \frac{2\sqrt{d-1} - 1}{k} \leq
$$

$$(d - 2\sqrt{d-1}) A + \sum_{i=0}^{k-1} \frac{|U_i|}{(d-1)^i} \frac{2\sqrt{d-1} - 1}{k} =
$$

$$
\left( d - 2\sqrt{d-1} + \frac{2\sqrt{d-1} - 1}{k} \right) A
$$

Where the last inequality comes from $|U_i| \leq (d-1)|U_{i-1}|$ which implies that $\frac{|U_i|}{(d-1)^i}$ is non-increasing.
Analogously, as the $c^2$ factors out, we conclude that the contribution of edges incident with $W$ satisfies an equivalent inequality:

$$\sum_{i=0}^{k-2} \sum_{v \in W_i} \left( \sum_{u \in W_i: vu \in E(G)} (x_v - x_u)^2 + \sum_{u \in W_{i+1}: vu \in E(G)} (x_v - x_u)^2 \right) + \sum_{v \in W_{k-1}} \sum_{u \in V(G) - W: vu \in E(G)} (x_v - x_u)^2 \leq \left( d - 2\sqrt{d-1} + \frac{2\sqrt{d-1} - 1}{k} \right) B$$

Combining these inequalities we get:

$$(L\bar{x}, \bar{x}) \leq \left( d - 2\sqrt{d-1} + \frac{2\sqrt{d-1} - 1}{k} \right) (A + B) \leq \left( d - 2\sqrt{d-1} + \frac{2\sqrt{d-1} - 1}{k} \right) (\bar{x}, \bar{x})$$

This using the above bound on $\mu_2$ shows $\lambda_2 = d - \mu_2 \geq \left( d - 2\sqrt{d-1} + \frac{2\sqrt{d-1} - 1}{k} \right)$ as claimed.

Let $u_0, w_0$ be vertices having distance equal to the diameter, then $U_i, W_i$ for $i \leq k+1$ cover the whole graph. Bounding $|U_i|, |W_i|$, using above inequalities, we can deduce $D(G) \geq \frac{\log(n)}{\log(d)}$. This shows $D(G) \to \infty$ as $n \to \infty$. This combined with the above result implies that for any infinite sequence of $d$-regular graphs $G$ we have $\limsup \lambda_2(G) \geq 2\sqrt{d-1}$.

### 2.4 Small Ramanujan Graphs

We now turn to actually finding graphs having small second eigenvalue. Lubotzky, Phillips and Sarnak in [8] first defined Ramanujan graph to be a connected $d$-regular graph whose second eigenvalue satisfies $|\mu| \leq 2\sqrt{d-1}$.

In this section we offer several small examples in order to get some feeling on how elusive these graphs really are. We note that on their own such graphs are not particularly useful as they are not necessarily optimal, or even close to optimal, as the result of the previous subsection only shows that $2\sqrt{d-1}$ is optimal in the limit $n \to \infty$. This is the reason we are actually looking for infinite sequences of such graphs.

On the other hand, in the following section we require such a small example as a base to build infinite examples, so the examples we offer here give rise to existence of several new infinite families.

The following lemma will help us find the eigenvalues of certain graphs.

A matrix is called circular if $A_{i,j} = A_{i+1,j+1}$ for all $i, j \leq n$ where the indices are taken modulo $n$.

**Lemma 2.5.** Let $A$ be a circular matrix then $\bar{v}_i = (1, \omega^i, \omega^{2i}, \cdots, \omega^{(n-1)i})^t$ for $1 \leq i \leq n$ make a basis of eigenvectors, where $\omega = e^{\frac{2\pi i}{n}}$. 
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Proof. We have

\[(A\nu)_j = \sum_{k=1}^{n} A_{j,k}(\nu_k) = \sum_{k=1}^{n} A_{j,k}\omega^{ki} = \sum_{k=1}^{n} A_{1,k-j+1}\omega^{(k-j+1)\omega^{(j-1)i}} = \left(\sum_{k=1}^{n} A_{1,k}\omega^{ki}\right)(\nu_j)\]

showing that \(\nu_i\) is an eigenvector with eigenvalue \(\sum_{k=1}^{n} A_{1,k}\omega^{ki}\).

It remains to show \(v_i\) are linearly independent, which we notice by listing them in a matrix which is then a Vandermonde matrix having determinant \(\prod_{i<j}(\omega^i - \omega^j) \neq 0\) implying the columns are independent as desired.

The only 2-regular connected graph on \(n\) vertices is an \(n\)-cycle \(C_n\). We notice that the adjacency matrix of the cycle is circular so by Lemma 2.5 we deduce the eigenvalues are given by \(\lambda_i = \omega^i + \omega^{n-i} = 2\cos\left(\frac{2\pi i}{n}\right)\) for \(i \leq n\) and hence \(|\lambda_i| \leq 2 = 2\sqrt{2-1}\) showing the cycles are in fact Ramanujan graphs.

With this in mind we consider a generalisation of a cycle graph, which we name circular graphs. A circular graph on \(n\) vertices is given by a sequence of \(k\) numbers \(1 \leq a_1 < a_2 < \cdots < a_k < \frac{n}{2}\) such that if we take \(V(G) = [n]\) the edges of \(G\) are given by \(i \sim i + a_j\) for all \(1 \leq i \leq n, 1 \leq j \leq k\), vertices taken modulo \(n\). An alternative definition is a graph having a circular adjacency matrix with first row \(A_{1,1+a_i}, A_{1,n+1-a_i} = 1\) and \(A_{1,j} = 0\) else, note that the remaining entries are fixed by this and the condition that \(A\) is circular. We denote such a circular graph by \((a_1, a_2, \cdots, a_k)\).

To illustrate the idea we describe several standard classes of graph in terms of this framework:

- \(C_N\) can be written as \((1)\) or in fact \((i)\) for \(i < \frac{n}{2}\).
- \(K_{2n-1}\) - the complete graph on \(2n - 1\) vertices can be written as \((1, 2, \cdots, n - 1)\) on \(2n - 1\) vertices.
- \(K_{2n,2n}\) - the complete bipartite graph with \(2n\) vertices in each bipartition can be written as \((1, 3, \cdots, 2n - 1)\) on \(4n\) vertices. Figure 3 illustrates this example for \(n = 4\).

Figure 3: \(K_{4,4} \equiv (1, 3)\).
We note that circular graphs are $2k$-regular and are given by $k$ interleaved Hamilton cycles, furthermore what makes them interesting to us is that we can easily find their eigenvalues using Lemma 2.5.

We further allow $a_k = \frac{n}{2}$, which enables us to work with $2k - 1$ regular graphs as well, so for example allows us to specify $K_{2n}$ and $K_{2n-1,2n-1}$ in this framework as well. We note that in this case the graph consists of $k - 1$ Hamilton cycles and a perfect matching.

Considering a complete graph on $n$ vertices, its spectrum is $d = n - 1$ of multiplicity 1 and $-1$ of multiplicity $n - 1$, by Lemma 2.5. So complete graphs are always Ramanujan. Noticing the second largest eigenvalue is very far from $2 - \sqrt{n + 1}$ it makes sense to look at graphs similar to a complete graph, this motivates the following lemma.

**Lemma 2.6.** Any circular graph $G = (a_1 \cdots a_k)$ with $k \geq \frac{n}{2} + 2 - \sqrt{n + 1}$ is Ramanujan.

**Proof.** $G$ is a $d$-regular graph, where $d = 2k$ or $d = 2k - 1$ if $a_k = \frac{n}{2}$.

Let $B = [n - 1] - \bigcup_{j=1}^{k} \{a_j, n - a_j\}$, note that $|B| = n - d$.

Let $\omega_i = e^{\frac{2\pi i}{n}}$. The eigenvalues of $G$ are, using Lemma 2.5, for $1 \leq i \leq n - 1$

$$\lambda_i = \sum_{j=1}^{k} \left( \omega_i^{a_j} + \omega_i^{n-a_j} \right) = \sum_{j=1}^{n-1} \omega_i^j - \sum_{j \in B} \omega_i^j = -1 - \sum_{j \in B} \omega_i^j$$

and $|\lambda_n| = d$. Where we used $\sum_{j=0}^{n-1} \omega_i^j = 0$ for $1 \leq i \leq n - 1$. We can conclude from this that, for $i < n$, we have $|\lambda_i| \leq 1 + n - d \leq 2\sqrt{d - 1} + n - 1 - (\sqrt{d - 1} + 1)^2 \leq 2\sqrt{d - 1} + n + 1 - (\sqrt{2k - 2} + 1)^2 \leq 2\sqrt{d - 1} + n + 1 - (\sqrt{n + 1} - 1 + 1)^2 = 2\sqrt{d - 1}$. Where we used $k \geq \frac{n}{2} + 2 - \sqrt{n + 1}$ which is equivalent to $2k - 2 \geq (\sqrt{n + 1} - 1)^2$.

This shows that all the non-trivial eigenvalues satisfy $|\lambda_i| \leq 2\sqrt{d - 1}$ so the graph is Ramanujan. \hfill \Box

The above lemma provides Ramanujan examples for each $d$, but we note that while this lemma gives an infinite number of Ramanujan graphs, we seek infinite families while keeping $d$ fixed and this lemma only gives a finite number of examples for each fixed $d$.

We offer several examples showing it is possible to find circular Ramanujan graphs with $k$ significantly smaller than required for Lemma 2.6:

- $(1, 2)$ circular graph on $n = 8$ vertices is Ramanujan - this follows from Lemma 1.5 showing its eigenvalues are $\lambda_i = 2 \cos \frac{2\pi i}{8} + 2 \cos \frac{4\pi i}{8}$ for $0 \leq i \leq 7$ finally noticing $\frac{\sqrt{2}}{2} + 1 \leq \sqrt{3} = \sqrt{d - 1}$ we only need to check $i$ for which both cos arguments are multiples of $\pi$ so in particular only $i = 0, 4$ first one corresponding to the trivial eigenvalue and the second one to $\lambda_4 = 0$.

- $(1, m)$ circular graph on $n = 8m$ for $2 \leq m \leq 8$ is Ramanujan, by similar considerations as in the previous example.
Figure 4: (1, 2) circular graph on 8 vertices.

- (1, m) circular graph on \( n = 6m \) for \( 2 \leq m \leq 6 \) is Ramanujan again following similar considerations.

Figure 5: (1, m) circular Ramanujan graphs for \( m = 2, 3, 4 \) and \( n = 6m \).

We notice that none of the examples above are bipartite, in case of Lemma 2.6 they have too many edges as a bipartite graph can have at most half of the possible edges. Being bipartite is important for the following section as there we require a bipartite Ramanujan graph for a base for the argument.

Similarly as above we start by noticing, using Lemma 2.5, that \( K_{n,n} \) has eigenvalues \( d, -d \) with multiplicity 1 and 0 with multiplicity \( 2n - 2 \), this shows \( K_{n,n} \) is Ramanujan. The following lemma provides us with another class of Ramanujan graphs, but this time they are bipartite.

**Lemma 2.7.** Let \( G = (a_1 \cdots a_k) \) be a circular graph on \( 2n \) vertices. If each \( a_i \) is odd and \( k \geq \frac{n+1}{2} + 1 - \sqrt{n} \) then \( G \) is a bipartite Ramanujan graph.

**Proof.** We note that the graph is bipartite with bipartitions given by even/odd vertices, as \( a_i \) being odd implies each edge joins only vertices of different parity.

The proof now carries on in a similar fashion as that of Lemma 2.6. The main difference is the use of identity \( \omega_i + \omega_i^3 + \cdots + \omega_i^{2n-1} = 0 \) unless \( \omega_i = \pm 1 \). (Note that this follows as
$(1 + \omega_i)(\omega_i + \omega_i^3 + \cdots + \omega_i^{2n-1}) = \omega_i + \cdots + \omega_i^{2n} = 0$.

The remainder of the proof goes along exactly the same lines as in the Lemma 2.6, the eigenvalues consist of a negative sum of $n - d$ powers of $\omega_i$ not-attained by eigenvalues so the triangle inequality gives us $|\lambda_i| \leq n - d$ for $1 < i < n$. Which now using the given inequality gives the graph is Ramanujan as claimed.

We finally note that there is another condition we require for a graph to be Ramanujan, namely the condition for the graph to be connected, we did not specifically mention this before as it was obviously true in the examples above, for example by looking at the eigenvalues and invoking Lemma 2.1. We bring this up here as it is easy to construct an infinite family of circular graphs of fixed degree which have all non-trivial eigenvalues in the desired interval, for example $(k, 2k)$ on $8k$ vertices is a 4 regular graph with all non-trivial eigenvalues smaller than $\sqrt{d - 1}$ in absolute value, but this graph is not connected.

We also note that circular graphs offer some sort of a stability result, in the sense that changing one value of $a_i$ can only change the eigenvalues by at most 2, this is yet another consequence of Lemma 2.5. This combined with the scaling argument of the previous paragraph also unfortunately fails as there we have $k$ eigenvalues which are equal to $d$ so if we connect the graph by changing some value of $a_i$, we would have non-trivial eigenvalues larger than $d - 2$.

The idea behind circular graphs is that we can control the eigenvalues really well but still have considerable freedom in choosing the graph, which might give us enough choice to find a Ramanujan graph. Unfortunately as the Ramanujan graphs become closer to being tight examples, by Theorem 2.4, it gets harder to find them and this method does not seem to offer enough freedom to achieve it. For example a similar idea rests behind the explicit constructions of Lubotzky, Phillips and Sarnak in [8] who consider Cayley graphs of certain groups, so they provides more freedom than our circular graphs.

3 The Main Result

3.1 History

As the previous section illustrated, construction of infinite families of Ramanujan graphs of fixed degree is, to the best of our knowledge, a hard problem. We do hope that the previous section illustrated many of the useful properties that make them important, not only in mathematics but also in theoretical computer science. It is then not surprising that that they have been a subject of substantial study in these fields.

The term Ramanujan graphs was coined by Lubotzky, Phillips and Sarnak in 1988 [8] but there was substantial study of the second eigenvalue already under way even before that, for example the paper by Alon and Milman [4] in 1985.

Lubotzky, Phillips and Sarnak in [8] first show existence of infinite families of $d$-regular
Ramanujan graphs. The main idea of their work is to look at Cayley graphs of suitable number theoretic groups, their argument requires \( d = p + 1 \) for \( p \) a prime.

We note that Margulis in 1988 [10] has independently shown the same result using what, in his own words, can be considered equivalent to the work of Lubotzky, Phillips and Sarnak. Margulis also notices that similar constructions also work for \( d = q + 1 \) for \( q \) a power of a prime number. This has been made explicit by building on the work of Lubotzky, Phillips and Sarnak by Morgenstern in 1994 [9].

Pizer in 1990 [11] constructed a different family of Ramanujan graphs for \( d = p + 1 \) with lower girth than the ones found by Lubotzky, Phillips and Sarnak but he finds a significantly larger number of families. Also their construction provides ”almost Ramanujan” graphs for \( d = m + 1 \) when \( m \) is not a prime.

There have been very few further constructions of infinite families of Ramanujan graphs, the only ones we are aware of are by Chiu [13] in 1992 and Jordan and Livné [12] in 1997. Both producing examples only with \( d = p + 1 \) for \( p \) prime.

We note once again that none of the constructions above work for \( d = q + 1 \) when \( q \) is not a power of a prime.

Bilu and Linial [14] in 2006 suggested a method of constructing Ramanujan graphs based on 2-lifts of a graph, which we introduce in the following subsection. They managed to find infinite families of almost Ramanujan \( d \)-regular graphs, in the sense that the second largest eigenvalue is at most \( c \sqrt{d \log^3 d} \).

In a remarkable paper of Marcus, Spielman and Srivastava [1] of 2015 they show the existence of infinite families of Ramanujan graphs of any degree. This is the result we present throughout the following subsections.

They build on the idea of 2-lifts given by Bilu and Linial but they introduce a novel existence argument, namely the method of interlacing polynomials which shows much promise, for example Marcus, Spielman and Srivastava settled the famous Kadison-Singer conjecture [15] using it.

Marcus, Spielman and Srivastava have recently, in a 2015 preprint [16], further improved their result to show that there exist bipartite Ramanujan graphs of every number of vertices and every degree.

We do add that their construction only gives bipartite Ramanujan graphs and unlike most previous examples their construction is not explicit and produces only bipartite graphs.

We finally remark that bipartite Ramanujan graphs are in a sense weaker examples than non-bipartite ones as they actually have 2 large, in absolute value, eigenvalues, namely \( d \) and \(-d\). In most applications similar results hold for both bipartite and non-bipartite Ramanujan graphs. An example of this is the argument used in Theorem 2.2 which demonstrates this well and uncovers one reason why the results carry over, namely the contribution of the \(-d\) eigenvalue is countered by that of the \( d \) for specific parities of the path lengths.
3.2 Overview

In this subsection we attempt to give a short overview of the proof of Marcus, Spielman and Srivastava in an attempt to make it easier to follow the actual proof. We split it into parts which will correspond to our subsections as the proof uses several very different techniques.

1. 2-lifts

In this section we introduce a transformation of a graph, called a 2-lift, with several properties which interest us. A 2-lift results in a new graph with double the number of vertices and edges, where for each original edge we have 2 options for the new pair of edges. The important result we show in this section is that the new graph has $n$ eigenvalues matching those of the original graph and $n$ new eigenvalues corresponding to a signing matrix which depends on the choices we made for the new edges.

2. Matching Polynomial

In this subsection we introduce the matching polynomial and prove that it equals the expected characteristic polynomial of the signing matrix of 2-lifts, where we make the choices uniformly at random. We then prove 2 important results about the matching polynomial, namely that its roots are all real and bounded by $2\sqrt{d-1}$. Our goal is to show that this bound is satisfied by at least one of the characteristic polynomials which sum up to the matching polynomial as part of the expected characteristic polynomial identity.

3. Interlacing

Here we define a property of interlacing. It interests us because, if satisfied by a sequence of polynomials, we can conclude that maximal root of their sum bounds the roots of at least one of them. We prove a version of this statement and give a way of showing the interlacing property is satisfied by linking it to real-rootedness.

4. Main Result

We complete the argument by using a technical result which we prove in the following subsection. Starting from a graph which is bipartite and Ramanujan, we can using the consideration of the previous subsections find a 2-lift which also gives a bipartite Ramanujan graph, by repeating this argument we find an infinite sequence of $d$-regular Ramanujan graphs.

5. Real Stability

The goal of this section is to present the technical result we needed in the previous subsection. We introduce a generalisation of real-rootedness to polynomials of multiple variables called real stability. We show that certain general determinantal polynomials are always real stable and present several operators which preserve this property. We then use these operators on the real stable polynomials to obtain that an univariate polynomial we needed for showing interlacing is real stable, we then show that for univariate polynomials real stability is equivalent to real-rootedness which completes the proof.
3.3 2-lifts.

The ideas of this section are due to Bilu and Linial [14] who build on the work by Friedman [17].

The basic idea is to look for a transformation of the graph which would enable us to control the second eigenvalue while growing the number of vertices and keeping the degrees fixed. It turns out that 2-lifts are such a transformation.

2-lift of a graph $G$ is a graph $H$ which has two vertices $v_0, v_1$ for each vertex $v \in V(G)$. The pair $\{v_0, v_1\}$ is called the fibre of the original vertex $v$ and the fibres of separate vertices are disjoint. Every edge in $E(G)$ gives rise to two edges in $H$. If $u \sim v$ is an edge of $G$, $\{u_0, u_1\}, \{v_0, v_1\}$ are the fibres of $u, v$ respectively, then $H$ can either contain the pair of edges

of type 1: $\{u_0 \sim v_0, u_1 \sim v_1\}$, or of type 2: $\{u_0 \sim v_1, u_1 \sim v_0\}$.

Figure 6: Possible types of edges in a 2-lift:

For example, if we consider 2 extreme examples, if only edges of type 1 appear in the 2-lift $H$ consists of 2 disjoint copies of $G$, while if only edges of type 2 appear $H$ is a double cover of $G$.

The double cover of a graph is a bipartite graph in which each vertex is represented in both bipartitions and each original edge joins the same vertices in different bipartitions. Double cover is an often useful construction in combinatorics when we want to relate general graphs to bipartite ones. An alternative way to define a double cover is using the above notion of 2-lifts so this might offer some motivation for considering the 2-lifts in our problem.

The reason 2 lifts are important is because of the control over eigenvalues they offer. In order to make this precise, we encode the different lifts as signings $s : E(G) \rightarrow \{\pm 1\}$ of the
edges of $G$, such that a 2-lift $H$ corresponds to a signing:

\[
\begin{align*}
s(u, v) &= 1 \text{ if edges of type 1 corresponding to } u \sim v \text{ appear in } H. \\
s(u, v) &= -1 \text{ if edges of type 2 corresponding to } u \sim v \text{ appear in } H.
\end{align*}
\]

We now define the signed adjacency matrix $A_s$ to equal the adjacency matrix except that entries corresponding to an edge $u \sim v$ are replaced by $s(u, v)$.

The following figure illustrates these definitions on an example of $G$ a triangle, and a 2-lift $H$ corresponding to the signing $s(u, v) = 1$, $s(u, w) = -1$ and $s(v, w) = -1$.

Figure 7: A triangle and one of its 2-lifts.

The adjacency matrix of $G$, the signed adjacency matrix and the adjacency matrix of $H$ are:

\[
A(G) = \begin{pmatrix} 0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0 \end{pmatrix}, \quad A_s = \begin{pmatrix} 0 & 1 & -1 \\
1 & 0 & -1 \\
-1 & -1 & 0 \end{pmatrix} \quad \text{and} \quad A(H) = \begin{pmatrix} 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 \end{pmatrix}
\]

Where we the rows and columns of $A(G)$, $A_s$ correspond to the ordering $u, v, w$ while rows and columns of $A(H)$ correspond to the ordering $u_0, v_0, w_0, u_1, v_1, w_1$. We have written $A(H)$ as a block matrix to hint at the proof of the following theorem.

**Theorem 3.1.** Given a graph $G$ with adjacency matrix $A$ and a 2-lift $H$ of $G$ corresponding to the signed adjacency matrix $A_s$, the eigenvalues of $H$ are given as a union of eigenvalues of $A$ and $A_s$ taken with multiplicities.

**Proof.** Let $A_1, A_2$ be defined as $A_1 = \frac{A + A_s}{2}$ and $A_2 = \frac{A - A_s}{2}$ so that $A_1$ equals $A_s$ except for the entries of $-1$ which are replaced by zeros, while $A_2$ equals $-A_s$ under the same transformation. Note that $A_i$ is the adjacency matrix of $G$ restricted only to edges which give rise to edges of type $i$ in the lift.
If row $i$ of $A$ corresponds to vertex $v_i$ and we define \{v'_i, v''_i\} to be the fiber of $v_i$ if we index the rows of $A(H)$ by the ordering $v'_1, v'_2, \ldots, v'_n, v''_1, v''_2, \ldots, v''_n$ we get

$$A(H) = \begin{pmatrix} A_1 & A_2 \\ A_2 & A_1 \end{pmatrix}$$

As the entries of the upper left and lower right $n \times n$ submatrix equal 1 only if the corresponding edge was of type 1 while upper right and lower left submatrix only occur when the edge was of type 2.

We now notice that if $u$ is a real eigenvector of $A$ then $(A_1 + A_2)u = \lambda u$. So

$$A(H) \begin{pmatrix} u \\ \bar{u} \end{pmatrix} = \begin{pmatrix} A_1 & A_2 \\ A_2 & A_1 \end{pmatrix} \begin{pmatrix} u \\ \bar{u} \end{pmatrix} = \begin{pmatrix} (A_1 + A_2)u \\ (A_2 + A_1)\bar{u} \end{pmatrix} = \lambda \begin{pmatrix} u \\ \bar{u} \end{pmatrix}$$

Similarly if $v$ is a real eigenvector of $A_s$ then $(A_1 - A_2)v = \mu \bar{v}$. So

$$A(H) \begin{pmatrix} v \\ -\bar{v} \end{pmatrix} = \begin{pmatrix} A_1 & A_2 \\ A_2 & A_1 \end{pmatrix} \begin{pmatrix} v \\ -\bar{v} \end{pmatrix} = \begin{pmatrix} (A_1 - A_2)v \\ (A_2 - A_1)\bar{v} \end{pmatrix} = \mu \begin{pmatrix} v \\ -\bar{v} \end{pmatrix}$$

Further noticing $\begin{pmatrix} u \\ \bar{u} \end{pmatrix}$ and $\begin{pmatrix} v \\ -\bar{v} \end{pmatrix}$ are orthogonal we notice that if $u_1, u_2, \ldots, u_n$ is a real eigenvector basis for $A$ and $v_1, v_2, \ldots, v_n$ is a real eigenvector basis for $A_s$ then

$$\begin{pmatrix} u_1 \\ \bar{u}_1 \\ \ldots \\ u_n \\ \bar{u}_n \end{pmatrix}, \begin{pmatrix} v_1 \\ -\bar{v}_1 \\ \ldots \\ v_n \\ -\bar{v}_n \end{pmatrix}$$ are independent and there are $2n$ of them so they make an eigenvector basis for $A(H)$. This in turn implies their eigenvalues are all the eigenvalues of $A(H)$ and as $\begin{pmatrix} u_i \\ \bar{u}_i \end{pmatrix}$ have all the eigenvalues of $A$ and $\begin{pmatrix} v_i \\ -\bar{v}_i \end{pmatrix}$ all the eigenvalues of $A_s$ the result follows. □

Following Friedman [17], the eigenvalues of $A$ are called *old eigenvalues* and eigenvalues of $A_s$ are called *new eigenvalues*.

In the following subsections we prove that we can choose a 2-lift such that all the new eigenvalues satisfy $\mu \leq 2\sqrt{d - 1}$.

We are only able to prove the upper bound, so in order to control the lower bound we start with a bipartite graph and notice that any 2-lift of a bipartite graph is also bipartite, now using Lemma 2.1 d), stating that $\lambda$ is an eigenvalue if and only if $-\lambda$ is, we deduce that the lower bound will also be satisfied.

So starting with a bipartite Ramanujan graph, for example $K_{n,n}$, and choosing a suitable 2-lift in each step we construct a new Ramanujan graph with double the number of vertices. repeating the process gives an infinite family as desired.

Now it only remains to show that we can choose such a 2-lift and in order to do this we find a relation between 2-lifts and the matching polynomial.
3.4 Matching Polynomial

Given a graph $G$, let $m_i$ denote the number of matchings of size $i$ in the graph. Where a matching of size $i$ is a set of $i$ independent edges. We further define $m_0 = 1$.

We now define the matching polynomial as

$$
\mu_G(x) \equiv \sum_{i \geq 0} x^{n-2i} (-1)^i m_i
$$

following Heilman and Lieb [18] who first defined it in relation to a problem in chemistry.

We start by proving the result, of Godsil and Gutman [19], relating the matching polynomial to 2-lifts which is the real reason we are interested in the matching polynomial.

**Theorem 3.2.** Let $G$ be a graph with $m = E(G)$. Let $A_s$ denote the signed adjacency matrix corresponding to a signing $s$. Let $f_s = \det xI - A_s$ be the characteristic polynomial of $A_s$

$$
\frac{1}{2^m} \sum_{s \in \pm 1} f_s(x) = \mu_G(x)
$$

We notice that we can write the left hand side as an expected characteristic polynomial, where we choose the signing uniformly at random.

For an example we consider $G$ as a triangle graph depicted in Figure 7. The matching polynomial is $\mu_G(x) = x^3 - 3x$, as the only matchings are 1-matchings of which there are exactly 3. The expected characteristic polynomial is given by

$$
\mathbb{E} f_s(x) = \frac{4(x-2)(x+1)^2 + 4(x+2)(x-1)^2}{2^3} = \frac{x^3 - 3x - 2 + x^3 - 3x + 2}{2} = x^3 - 3x = \mu_G(x)
$$

**Proof.** We denote by sym($S$) the set of permutations of a set $S$. Let $\sigma$ equal 0 if $\sigma$ is an even permutation and 1 if it is odd. We expand the determinant as a sum over permutations $\sigma \in \text{sym}([n])$ and get:

$$
\frac{1}{2^m} \sum_{s \in \pm 1} f_s(x) = \mathbb{E} f_s(x)
$$

$$
= \mathbb{E}(\det (xI - A_s))
$$

$$
= \mathbb{E} \left( \sum_{\sigma \in \text{sym}([n])} (-1)^{\sigma} \prod_{i=1}^{n} (xI - A_s)_{i,\sigma(i)} \right)
$$

$$
= \mathbb{E} \left( \sum_{k=0}^{n} x^{n-k} \sum_{S \subseteq [n], |S|=k} \sum_{\pi \in \text{sym}(S)} (-1)^{\pi} \prod_{i \in S} (A_s)_{i,\pi(i)} \right)
$$

$$
= \sum_{k=0}^{n} x^{n-k} \sum_{S \subseteq [n], |S|=k} \sum_{\pi \in \text{sym}(S)} \mathbb{E} \left( (-1)^{\pi} \prod_{i \in S} s_i,\pi(i) \right)
$$
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Where $\pi$ corresponds to the part of $\sigma$ with $\sigma(i) \neq i$ and we extend the definition of $s_{u,v}$ to equal 0 if $(u,v)$ is not an edge.

The first three equalities come from the definitions of the characteristic polynomial and the determinant of a matrix while the fourth one comes from the linearity of expectation and expanding the product.

We now notice that $E(s_{i,j}) = \frac{1}{2} \cdot 1 + \frac{1}{2} \cdot (-1) = 0$ if $(i,j)$ is an edge of $G$ while $s_{i,j} = 0$ if $(i,j)$ is not an edge, in particular $E(s_{i,j}) = 0$.

We further notice that $s_{i,j}$ is independent from any collection of $s_{k,l}$ if it does not contain $s_{j,i}$. If $\pi$ is such that there exists an $i$ such that $\pi(\pi(i)) \neq i$ then $s_{i,\pi(i)}$ is independent from \{s_{j,\pi(j)}|j \in S - \{i\}\} implying that

$$E\left((-1)^{sg(\pi)} \prod_{j \in S} s_{j,\pi(j)}\right) = E(s_{i,\pi(i)}) \cdot E\left((-1)^{sg(\pi)} \prod_{j \in S - \{i\}} s_{i,\pi(i)}\right) = 0$$

So the only products which make a contribution to the sum are those for which $\pi \circ \pi = e$, where $e$ denotes the trivial permutation.

We further notice that $s_{i,\pi(i)}$ is non zero only if it corresponds to an edge of $G$, while $\pi \circ \pi = e$ gives that only contribution to the sum comes from $\pi$ being a matching function, of size $\frac{|S|}{2}$. This explains the first following equality.

$$\frac{1}{2m} \sum_{s \in \pm 1^m} f_s(x) = \sum_{k=0}^{n} x^{n-k} \sum_{|S|=k, \pi \text{ a matching of size } \frac{|S|}{2}} (-1)^{|S|/2} E\left(\prod_{i} s_{i,\pi(i)}^2\right)$$

$$= \sum_{l=0}^{\lfloor n/2 \rfloor} x^{n-2l} \sum_{|S|=2l, \pi \text{ a matching of size } l} (-1)^l \prod_{i} E\left(s_{i,\pi(i)}^2\right)$$

$$= \sum_{l=0}^{\lfloor n/2 \rfloor} x^{n-2l} \cdot m_l \cdot (-1)^l \prod_{i} 1 = \mu_G(x)$$

The second equality follows from noticing that a matching can only have even number of vertices so $k$ odd contribution is zero while we use independence, once again, to exchange the product and expectation.

The third equality follows from noticing that $E\left(s_{i,\pi(i)}^2\right) = \frac{1}{2} 1^2 + \frac{1}{2} (-1)^2 = 1$ where we assume $i \sim \pi(i)$ when we say $\pi$ corresponds to a matching.

We now present 2 results which we will need in the following subsection. They were first proved by Heilmann and Lieb [18] in a slightly more analytical fashion so our proofs will follow ideas of Godsil and Gutman [19].

**Theorem 3.3.** All the roots of a matching polynomial are real.
Theorem 3.4. All the roots of the matching polynomial of a $d$-regular graph have absolute value at most $2\sqrt{d-1}$.

We state these theorems here as the ideas of their proofs are not instrumental in our main proof so the reader will not lose much in terms of continuity if they avoid the rest of the section. We need to build up a few results before we can prove them.

The next lemma contains recurrence relations instrumental in showing the remaining lemmas of this subsection.

Given a graph $G(V, E)$ and a vertex $v \in V$ we denote by $G - v$ the induced subgraph on $V - \{v\}$, while if $e$ is an edge $G - e$ denotes the graph defined by $(V, E - \{e\})$.

Lemma 3.5. Given a graph $G(V, E)$, $u, v \in V$ such that $u \sim v = e \in E$ then

a) $\mu_G(x) = \mu_{G-e}(x) - \mu_{G-u-v}(x)$

b) If $u_1, u_2, \ldots, u_d$ denote the neighbors of $v$ then $\mu_G(x) = \mu_{G-v}(x) - \sum_{i=1}^{d} \mu_{G-v-u_i}(x)$

c) If $G_1, G_2, \ldots, G_k$ are disjoint graphs and $G = \bigcup_{i=1}^{k} G_i$ then

$$\mu_G(x) = \prod_{i=1}^{k} \mu_{G_i}(x).$$

Proof. a) By considering whether a matching includes $e$ or not we obtain the following relation $m_k(G) = m_{k-1}(G - u - v) + m_k(G - e)$, substituting in the definition $\mu_G(x) = \sum_{k \geq 0} x^{n-2k}(\text{-}1)^k m_k(G) = x^n + \sum_{k \geq 1} x^{n-2k}(\text{-}1)^k (m_k(G - e) + m_{k-1}(G - u - v)) = \mu_{G-e}(x) + \sum_{i \geq 0} x^{n-2i}(\text{-}1)^{l+1} m_i(G - u - v) = \mu_{G-e}(x) - \mu_{G-u-v}(x)$

b) It follows by applying part a) to edges $e_i \equiv v \sim u_i$ for $1 \leq i \leq d$ and noticing that an isolated vertex can not contribute to any matching. $\mu_G(x) = \mu_{G-e_1}(x) - \mu_{G-v-u_1}(x) = \mu_{G-e_1-e_2}(x) - \mu_{G-v-u_2}(x) - \mu_{G-v-u_1}(x) = \cdots = \mu_{G-e_1-\ldots-e_d}(x) - \sum_{i=1}^{d} \mu_{G-v-u_i}(x) = \mu_{G-v}(x) - \sum_{i=1}^{d} \mu_{G-v-u_i}(x)$ as desired.

c) We first prove the result for $k = 2$.

$$\mu_{G_1}(x)\mu_{G_2}(x) = \left(\sum_{i \geq 0} x^{n1-2i}(-1)^i m_i(G_1)\right)\left(\sum_{j \geq 0} x^{n2-2j}(-1)^j m_j(G_2)\right) =$$

$$\sum_{k \geq 0} x^{n1+n2-2k} \sum_{i=0}^{k} (-1)^i m_i(G_1)(-1)^{k-i} m_{k-i}(G_2) = \sum_{k \geq 0} x^{n-2k}(-1) m_k(G_1 \cup G_2) = \mu_{G_1 \cup G_2}(x)$$

Where $n_1, n_2, n$ denote the number of vertices of $G_1, G_2$ and $G$ respectively and hence satisfy $n_1 + n_2 = n$. We first expand the product given by the definition and then used the identity $m_k(G_1 \cup G_2) = \sum_{i=0}^{k} m_i(G_1)m_{k-i}(G_2)$ which follows upon conditioning that $i$ edges of the $k$ matching on $G$ are among $G_1$.
To get the general result we use the $k = 2$ version repeatedly:

$$
\mu_G(x) = \mu_{G_1 \cup \cdots \cup G_{k-1}}(x) \mu_{G_k}(x) = \mu_{G_1 \cup \cdots \cup G_{k-2}}(x) \mu_{G_{k-1}}(x) \mu_{G_k}(x) = \cdots = \prod_{i=1}^{k} \mu_{G_i}(x)
$$

as desired.

We note that we rarely revisit the actual definition of the matching polynomial after this point, the remaining results simply make use of the above properties and, as it is often case with useful graph related polynomials, the arguments consist of induction which exploits the recurrence relation.

In order to prove Theorem 3.3 we will show that the matching polynomial divides the characteristic polynomial of a certain tree, hence as characteristic polynomial has only real roots we will be done. The following lemma is a special case of this idea, which we will use to prove it in general.

The proof we offer is our own work and is simpler than the one offered by Godsil and Gutman, whose proof looks more like the one we used to show Lemma 3.2.

**Lemma 3.6.** Let $G$ be a tree and let $A$ be its adjacency matrix. Then $G$’s matching polynomial matches its characteristic polynomial

$$
\mu_G(x) = \chi_G(x) = \det(xI - A)
$$

**Proof.** We prove the result by induction on $n$, the number of vertices. As a basis we notice that if $n = 1, 2$ both polynomials equal $x, x^2 - 1$. For the step we assume the result is true for all trees with less than $n$ vertices.

Let $v$ be a leaf of the tree and $u$ the only vertex adjacent to $v$. Using Lemma 3.5 a) for $e = u \sim v$ we obtain $\mu_G(x) = \mu_{G-e}(x) - \mu_{G-u-v}(x) = x \mu_{G-v}(x) - \mu_{G-u-v}(x)$.

If we let the first row/column of $A$ correspond to $v$ and second to $u$ we have:
\[
\det(xI_n - A) = \det \begin{pmatrix}
    x & -1 & 0 & 0 & \cdots & 0 \\
    -1 & x & 0 & 0 & \cdots & 0 \\
    0 & \ddots & \ddots & \ddots & \ddots & \ddots \\
    0 & \ddots & \ddots & \ddots & \ddots & \ddots \\
    \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
    0 & \cdots & \cdots & \ddots & \ddots & xI_{n-2} - A(G - v - u)
\end{pmatrix}
\]

\[
= x \det(xI_{n-1} - A(G - v)) + (-1)^2 \det \begin{pmatrix}
    -1 & \ddots & \ddots & \ddots & \ddots \\
    0 & \ddots & \ddots & \ddots & \ddots \\
    0 & \ddots & \ddots & \ddots & \ddots \\
    0 & \ddots & \ddots & \ddots & \ddots \\
    \vdots & \ddots & \ddots & \ddots & \ddots \\
    0 & \cdots & \cdots & \ddots & xI_{n-2} - A(G - v - u)
\end{pmatrix}
\]

\[
= x \det(xI_{n-1} - A(G - v)) - \det(xI_{n-2} - A(G - v - u))
\]

Where dots represent entries we did not determine but which cancelled out during the Laplace expansion. We used Laplace’s formula to expand along the first row for the second equality and first column for the third.

This shows \(\chi_G(x) = x\chi_{G - v}(x) - \chi_{G - u - v}(x) = x\mu_{G - v}(x) - \mu_{G - u - v}(x) = \mu_G(x)\) where the second equality comes from applying inductive assumption to \(G - v\) and \(G - u - v\) having \(n - 1, n - 2 < n\) vertices respectively. \(\square\)

We start by defining the path tree \(T_v(G)\) of a graph \(G\) starting at vertex \(v\) as follows, vertices of \(T_v(G)\) are paths of \(G\) which do not pass through any vertex twice, while two paths are connected by an edge if one extends the other by one vertex. As an example we present Figure 8: Our goal is to show that the matching polynomial divides the characteristic polynomial of any of its path trees. We need an intermediary result first. It shows in some sense that the matching polynomial changes the same for a graph as it does for its path tree upon a removal of a vertex.

**Lemma 3.7.** For a graph \(G\) and a vertex \(v\) we have

\[
\frac{\mu_{G - v}(x)}{\mu_G(x)} = \frac{\mu_{T_v(G - v)}(x)}{\mu_{T_v(G)}(x)}.
\]

Where the nominator of the right hand side denotes a forest created by removing \(v\) from \(T_v(G)\), so we can write it as a disjoint union of trees

\[
\bigcup_{u \sim v} T_u(G - v).
\]

The proof of this lemma might seem technical and complicated, but there is very little more than following the standard recurrence and induction method which leads us to which terms to analyse.
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Proof. From the definition of a path tree it follows that a path tree of a tree graph equals the
graph itself. So the claim of this lemma is true for trees. As all graphs on at most 2 vertices
are trees the claim is true for any graph on at most 2 vertices.

We now proceed by induction using the above consideration as a basis, and assume that
the result is true for any graph on less than \(n\) vertices.

Throughout this proof all the polynomials will have parameter \(x\) so we suppress it in the
notation, so \(\mu(G)\) will stand for \(\mu_G(x)\).

Using Lemma 3.5 b) we obtain:

\[
\frac{\mu(G)}{\mu(G - v)} = \frac{x\mu(G - v) - \sum_{u \sim v} \mu(G - v - u)}{\mu(G - v)} = \\
x - \sum_{u \sim v} \frac{\mu(G - v - u)}{\mu(G - v)}
\]

(1)

Where the last equality follows from the inductive assumption applied to \(G - v\). Applying
the observation before this proof we get:

\[
T_u(G - v) - u = \bigcup_{u \sim v, w \neq v} T_w(G - u - v)
\]

(2)

\[
T_v(G) - v = \bigcup_{u \sim v} T_w(G - v)
\]
This equation combined with Lemma 3.3 c), as the union on the right hand side is disjoint, implies the following:

\[ \mu(T_v(G) - v) = \prod_{w \sim v} \mu(T_w(G - v)) \]  

(3)

For \( u \sim v \) we denote by \( vu \) the vertex in \( T_v(G) \) corresponding to the path from \( v \) to \( u \).

\[
T_v(G) - v - vu = \left( \bigcup_{w \sim v, w \neq u} T_w(G - v) \right) \cup \left( \bigcup_{w \sim u, w \neq v} T_w(G - v - u) \right) \\
= \left( \bigcup_{w \sim v, w \neq u} T_w(G - v) \right) \cup (T_u(G - v) - u)  
\]

(4)

Where the first equality follows by considering components of the tree \( T_v(G) \) after removal of \( v \) and \( vu \), the left union consisting of components consisting of descendants of children of \( v \), except \( u \), and the right by components consisting of descendants of children of \( vu \). While the last equality follows from (2). Figure 9 might help with following this argument.

Figure 9: Illustration of the component structure of \( T_v(G) - v - vu \).

Now taking the matching polynomials of trees on both sides of (4) and invoking Lemma 3.3 c) we obtain

\[
\mu(T_v(G) - v - vu) = \left( \prod_{w \sim v, w \neq u} \mu(T_w(G - v)) \right) \cdot \mu(T_u(G - v) - u) 
\]
Dividing this by \((3)\) we obtain:

\[
\frac{\mu(T_v(G) - v - vu)}{\mu(T_v(G) - v)} = \left(\prod_{w \sim v, w \neq u} \mu(T_w(G - v))\right) \cdot \mu(T_u(G - v) - u) = \frac{\mu(T_u(G - v) - u)}{\mu(T_u(G - v))}
\]

Now plugging this into \((1)\) gives us:

\[
\frac{\mu(G)}{\mu(G - v)} = x - \sum_{u \sim v} \frac{\mu(T_u(G - v) - u)}{\mu(T_v(G) - v)} = x - \sum_{u \sim v} \frac{\mu(T_v(G) - v - vu)}{\mu(T_v(G) - v)} = \frac{x \mu(T_v(G) - v) - \sum_{w \sim v} \mu(T_v(G) - v - vu)}{\mu(T_v(G) - v)} = \frac{\mu(T_v(G))}{\mu(T_v(G) - v)}
\]

as desired.

We now state and prove the result we hinted about before,

**Theorem 3.8.** Let \(G\) be a graph and \(v \in V(G)\) then \(\mu_G(x) \mid \mu_{T_v(G)}(x)\).

**Proof.** We again proceed by induction, as the basis, the result is trivial for \(G\) a tree so holds on graph with at most 2 vertices. We now assume inductively that it holds for \(G - v\) so for \(u \sim v\)

\[
\mu_{G - v}(x) \mid \mu_{T_u(G - v)}(x) \mid \prod_{w \sim v} \mu_{T_w(G - v)} = \mu_{T_v(G - v)}
\]

Where we used **Lemma 3.3** a) and c) as in the previous proof for the last equality. In particular we have shown that \(\frac{\mu_{T_v(G - v)}}{\mu_{G - v}(x)}\) is a polynomial in \(x\). So in particular using **Theorem 3.7**:

\[
\mu_{T_v(G)}(x) = \mu_{T_v(G - v)}(x) \mu_G(x) \mu_{T_v(G - v)}(x) = \mu_G(x) \frac{\mu_{T_v(G - v)}(x)}{\mu_{G - v}(x)}
\]

which shows the claim.

We now summarise the proof of **Theorem 3.3**.

**Proof of Theorem 3.3.** For \(v\) a By **Theorem 3.8.** and **Lemma 3.6** we have

\[
\mu_G(x) \mid \mu_{T_v(G)}(x) = \chi_{T_v(G)}(x).
\]

As all the roots of the characteristic polynomials are real so are the roots of \(\mu_G(x)\) as claimed.

To prove **Theorem 3.4.** we need another small ingredient.
Lemma 3.9. If $T$ is a tree with maximal degree at most $d$ then its eigenvalues are at most $2\sqrt{d-1}$ in absolute value.

Proof. We root the tree, which means we pick a vertex $v$ which we call root and assign depth $d(u)$ to each other vertex $u$, defined as distance to $v$.

Let $A$ be the adjacency matrix. We define a diagonal matrix $D$ as follows

$$D(u, u) \equiv \left( \sqrt{d-1} \right)^{d(u)}.$$

We notice that $A$ and $DAD^{-1}$ have the same eigenvalues as:

$$\det(xI - DAD^{-1}) = \det(D(xI)D^{-1} - DAD^{-1}) = \det(D(xI - A))D^{-1}$$

$$= \det(D)(\det(xI - A))D^{-1} = \det(xI - A).$$

We take a look at the entries of $DAD^{-1}$

$$DAD^{-1}_{i,j} = \sum_{k,l} D_{i,k}A_{k,l}D^{-1}_{l,j} = D(i,i)A_{i,j}D(j,j)^{-1} = A_{i,j} \left( \sqrt{d-1} \right)^{d(i)-d(j)}$$

We now look at the row sums of $DAD^{-1}$, our goal is to prove that each row sum is at most $2\sqrt{d-1}$. We have three cases to consider:

- Row corresponding to the root $v$. We have $D(v,v) = 1$ and $D(u,u) = \sqrt{d-1}$ for each neighbour of $v$. $A_{v,u}$ is non-zero only when $v \sim u$ so the row sum equals

$$\sum_{u=1}^{n} A_{v,u} \left( \sqrt{d-1} \right)^{d(v)-d(u)} = \sum_{u=1}^{n} \left( \sqrt{d-1} \right)^{d(v)-d(u)} = \frac{d}{\sqrt{d-1}} \leq 2\sqrt{d-1}$$

- Row corresponding to a leaf $v$. $v$ only has one neighbour $w$ which has $d(w) = d(v) - 1$. Hence

$$\sum_{u=1}^{n} A_{v,u} \left( \sqrt{d-1} \right)^{d(v)-d(u)} = 1 \cdot \left( \sqrt{d-1} \right)^{d(v)-d(w)} = \sqrt{d-1} \leq 2\sqrt{d-1}$$

- Row corresponding to an intermediary vertex $v$. If $w$ denotes the parent of $v$ and $u_1, \ldots, u_k$ denote its children, which are defined by the rooting of the tree. We note that $d(w) = d(v) - 1$ and $d(u_i) = d(v) + 1$ and $k + 1 \leq d$.

$$\sum_{u=1}^{n} A_{v,u} \left( \sqrt{d-1} \right)^{d(v)-d(u)} = \left( \sqrt{d-1} \right)^{d(v)-d(w)} + \sum_{i=1}^{k} \left( \sqrt{d-1} \right)^{d(v)-d(u_i)}$$

$$= \left( \sqrt{d-1} \right)^{d(v)-(d(w)-1)} + \sum_{i=1}^{k} \left( \sqrt{d-1} \right)^{d(v)-(d(u_i)+1)} = \sqrt{d-1} + k \left( \sqrt{d-1} \right)^{-1} \leq$$

$$\sqrt{d-1} + (d - 1) \left( \sqrt{d-1} \right)^{-1} = 2\sqrt{d-1}$$

Finally, if $\lambda$ is an eigenvalue and $\bar{x}$ a corresponding non-zero eigenvector. We reindex the vertices so that $|x_1|$ is maximal, then $x_1 \neq 0$

Now $|\lambda x_1| = |(A\bar{x})_1| = |\sum_{i=1}^{n} A_{1,i}x_i| \leq \sum_{i=1}^{n} A_{1,i}|x_i| \leq 2\sqrt{d-1}|x_1|$ cancelling out the $|x_1|$ we obtain $|\lambda| \leq 2\sqrt{d-1}$ as desired.
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We are now ready to prove Theorem 3.4.

Proof of Theorem 3.4. If $G$ is a $d$ regular graph, given $v \in V(G)$. Let $x$ be a vertex of $T_v(G)$, corresponding to a path ending in $u \in V(G)$ then $x$ can have at most $d$ neighbours in $T_v(G)$ as an edge from $x$ corresponds to either appending $x$ to its parent or appending a neighbour of $u$ to $x$. Hence $x$ has degree less than $d$ in $T_v(G)$. As $x$ was arbitrary, $T_v(G)$ has maximal degree $d$.

We now apply Lemma 3.9 to $T_v(G)$ which implies that all roots of $\chi(T_v(G))$ are smaller than $2\sqrt{d}-1$. Now Theorem 3.8 and Theorem 3.6 give us $\mu_G(x) | \mu_{T_v(G)}(x) = \chi(T_v(G))$ implying that all roots of $\mu_G$ also satisfy this inequality, completing the proof.

3.5 Interlacing

This section contains the basis of the novel idea of Marcus, Spielman and Srivastava which enables them to prove the existence of infinite families of $d$-regular Ramanujan graphs.

We note that using interlacing to control roots, as itself is not novel, for example the proof of Heilmann and Lieb of Theorem 3.3 is based on a similar idea. The novelty is in the way we use it, in particular through interlacing families.

The only missing ingredient in our main proof is relation between the roots of $\mu_G$ and the roots characteristic polynomials of signings $f_s(x)$. We know by Theorem 3.2 that $\mu_G(x) = \mathbb{E} f_s(x)$.

Unfortunately given polynomials $f + g = h$ it is possible that $h$ has a larger root, in absolute value than $f$ and $g$.

Example: Let

\[ f(x) = (x-1)(x-8) = x^2 - 9x + 8 \]
\[ g(x) = (x-9)(x-10) = x^2 - 19x + 90 \]
\[ h(x) = f(x) + g(x) = 2x^2 - 28x + 98 = 2(x-7)^2 \]

and in particular largest root of $h$ is 7 which is smaller than both largest roots of $f$ and $g$, being 8,10 respectively.

Luckily for us, the polynomials $f_s$ in our sum are quite mutually dependent and as such we are able to find an explicit relation between them, allowing the above argument.

Definition We say that a polynomial $g(x) = \prod_{i=1}^{n-1}(x - \alpha_i)$ interlaces a polynomial $f(x) = \prod_{i=1}^{n}(x - \beta_i)$ if

\[ \beta_1 \leq \alpha_1 \leq \beta_2 \leq \alpha_2 \leq \cdots \leq \alpha_{n-1} \leq \beta_n. \]

We say that polynomials $f_1, f_2, \cdots, f_k$ have a common interlacing if there is a polynomial $f$ so that $f$ interlaces $f_i$ for all $i$. 
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We include the following plot to give some feeling on how interlacing polynomials "look like".

Figure 10: \((x - 3/2)(x - 1/2)(x + 1/2)(x + 3/2)\) interlaces \((x - 2)(x - 1)x(x + 1)(x + 2)\)

Let \(\beta_{i,1} \leq \cdots \leq \beta_{i,n}\) denote the roots of \(f_i\), then \(f_i\) have a common interlacing if and only if there exist reals \(\alpha_0 \leq \alpha_1 \leq \cdots \leq \alpha_n\) such that \(\beta_{i,j} \in [\alpha_{j-1}, \alpha_j]\) for all \(j\). Note that \(\alpha_j, 1 \leq j \leq n - 1\) will correspond to roots of the common interlace, while \(\alpha_0, \alpha_n\) can be taken arbitrarily as long as they are smaller/larger than all \(\beta_{i,j}\).

The following lemma shows that having a common interlace is a sufficient extra condition guaranteeing that one of the summands has a smaller root then the sum. The proof is very easy and is more of an exercise in using the definitions than anything else.

We define \(r(f)\) to be the largest real root of a polynomial \(f\), we set \(r(f) = -\infty\) if \(f\) has no real roots.

**Lemma 3.10.** Let \(f, g\) be polynomials of the same degree, having only real roots and with positive leading coefficients. Let \(h = f + g\). If \(f, g\) have a common interlacing then \(\min(r(f), r(g)) \leq r(h)\).

**Proof.** Let \(n\) be the degree of the polynomials involved and let \(i\) denote a polynomial interlacing \(f, g\). Let \(\alpha_{n-1} = r(i)\), which is real by the definition of the interlacing. We also define \(f_{n-1} \leq f_n\) to be 2 largest roots of \(f\), similarly define \(g_{n-1}, g_n\). We now have \(g_{n-1}, f_{n-1} \leq \alpha_{n-1} \leq g_n, f_n\).

As \(f, g\) have positive leading coefficient \(f(x), g(x)\) are non-negative on \([f_n, \infty]\) and \([g_n, \infty]\) respectively so they are non-positive on \([f_{n-1}, f_n]\) and \([g_{n-1}, g_n]\). As \(\alpha_{n-1}\) is contained in both these intervals we deduce \(f(\alpha_{n-1}), g(\alpha_{n-1}) \leq 0\) so \(h(\alpha_{n-1}) = f(\alpha_{n-1}) + g(\alpha_{n-1}) \leq 0\).

\(h\) also has a positive leading coefficient so is eventually positive so the intermediate value theorem implies there is a root of \(h\) larger than \(\alpha_{n-1}\). In particular \(\beta_n \equiv r(h) \geq \alpha_{n-1}\).
Now $f(\beta_n) + g(\beta_n) = 0$ so either $f(\beta_n) \geq 0$ or $f(\beta_n) \leq 0$, without loss of generality let us assume this holds for $f$.

Now as $f(\alpha_{n-1}) \leq 0$ there is a root of $f$ in the interval $[\alpha_{n-1}, \beta_n]$ and by the interlacing property there can only be one $x$ such that $f(x) = 0$ and $x \geq \alpha_{n-1}$ so the largest root of $f$ is in the interval $[\alpha_{n-1}, \beta_n]$ and in particular $r(f) \leq \beta_n = r(h)$ as desired. 

Remarks:

- This proposition is true for $n$ polynomials instead of just $f, g$ and the proof goes in exactly the same way. We have proved the 2 polynomial version as we believe it is easier to visualise and we only need this version in our proof.

- A further reason we have chosen to prove the 2 polynomial version rather than $n$, is to emphasize that this is an intermediate result, we are not able to apply the $n$ polynomial version to our characteristic polynomials $f_s$ as it is possible there is no common interlace for all the summands.

- The consideration of this Lemma can be extended to further roots, showing $f$ or $g$’s $k$-th root is bounded above by $h$’s. The proof is along the same lines as the one above.

- We also note that in our previous example the lemma does not apply as the polynomials do not admit a common interlace.

The idea for the proof is to apply the above lemma in layers. In each step we split the current sum of polynomials into 2 sums $f_1, f_{-1}$ by fixing a sign of an edge and apply the above lemma to $f_1, f_{-1}$ and repeat for the one guaranteed to have smaller maximal root than the sum.

We remind the reader that we defined a signing as an assignment of $\pm 1$ to each of the $m$ edges of the graph, if we number the edges as $e_1, \cdots, e_m$ we can represent a signing as an element of $s = (s_1, \cdots, s_m) \in \{\pm 1\}^m$, furthermore we defined $f_s = f_{s_1, \cdots, s_m}$ as the characteristic polynomial of the corresponding lift.

Definition. Given a partial signing $s' = (s_1, \cdots, s_k) \in \{\pm 1\}^k$ for $k < m$ we define the sums

$$f_{s_1, \cdots, s_k} = \sum_{s_{k+1}, \cdots, s_m \in \{\pm 1\}} f_{s_1, s_2, \cdots, s_m}$$

as well as

$$f_\emptyset = \sum_{s_1, \cdots, s_m \in \{\pm 1\}} f_{s_1, s_2, \cdots, s_m}$$

So in particular $f_{s_1, \cdots, s_k}$ corresponds to the sum of the characteristic polynomials of signings having fixed first $k$ signs.

Theorem 3.11. If for all $0 \leq k \leq m - 1$ and all partial signings $(s_1, \cdots, s_k) \in \{\pm 1\}^k$ polynomials $f_{s_1, \cdots, s_k, 1}$ and $f_{s_1, \cdots, s_k, -1}$ have a common interlacing then there is a signing $s = (s_1, \cdots, s_m) \in \{\pm 1\}^m$ such that $r(f_s) \leq r(f_\emptyset)$.\(^5\)

\(^5\)Remark. If the conditions of the theorem are satisfied the polynomials $\{f_s\}_{s \in \{\pm 1\}^m}$ are said to form an
Proof. By the assumption we know that $f_1$ and $f_{-1}$ have a common interlacing and $f_0 = f_1 + f_{-1}$ so Lemma 3.10 implies there is an $s_1 \in \{\pm 1\}$ such that $r(f_{s_1}) \leq r(f_0)$.

We now proceed inductively using the above consideration as a basis. Our inductive assumption is that there exists a partial signing $s' = (s_1, \ldots, s_k)$ such that $r(f_{s'}) \leq r(f_0)$.

We have $f_{s'} = f_{s_1, \ldots, s_k, 1} + f_{s_1, \ldots, s_k, -1}$ and the assumption of the theorem is that the summands have an interlaver. Hence we can apply Lemma 3.10. to conclude there is an $s_{k+1}$ such that $r(f_{s_1, \ldots, s_k, s_{k+1}}) \leq r(f_{s'}) \leq r(f_0)$ completing the step, the induction and the proof as the step $k = m$ is exactly the claim of the theorem.

We are now concerned with proving the assumption of the Theorem 3.11 actually holds. There is a systematic way of doing this that we follow.

We start with the following Lemma, it appears as a special case of Theorem 3.1 of Dedieu [20], Theorem 2 of Fell [21] and as consequence of Theorem 3.5 or a special case of Theorem 3.6 of Chudnovsky and Seymour [22]. Each author offers a proof based on significantly different underlying ideas. We present our version of the proof based on the one given by Chudnovsky and Seymour.

We say polynomials $f, g$ are compatible if $tf + (1-t)g$ has only real roots for every $t \in [0, 1]$.

Lemma 3.12. Let $f, g$ be polynomials of the same degree with positive leading coefficients. If $f, g$ are compatible then $f, g$ have a common interlacing.

Before the proof we need a couple of easy propositions.

We define $z_f(x)$ to denote the number of zeros of a polynomial $f$ larger or equal then $x$.

We say $f, g$ agree at a point $x$ if $f(x)g(x) > 0$ so in particular if $f, g$ are both strictly positive or strictly negative at $x$.

Proposition 3.13. Let $f, g$ be compatible polynomials which agree at $a, b \in \mathbb{R}$, $a < b$. Then the following holds:

$$z_f(b) - z_f(a) = z_g(b) - z_g(a)$$

Proof. We define $p_t(x) = tf(x) + (1-t)g(x)$ for each $0 \leq t \leq 1$. We note that $p_t(a), p_t(b) \neq 0$ as the definition of agreeing requires strict positivity/negativity.

As $t$ varies from 0 to 1 the roots of $p_t$ move continuously in the complex plane, but by the compatibility assumption all the roots of each $p_t$ are real so the roots need to move continuously on the real line. This combined with the fact no zeros of any $p_t$ are at the boundary implies the number of zeros in the interval $[a, b]$ is constant as $p$ varies and in

interlacing family. Marcus, Spielman and Srivastava in [4] defined it in a more general setting, replacing $\{\pm 1\}$ with a product of not necessarily different finite sets and removing the relation to signings. The theorem remains true in this setting as well. We decided to prove it in this form as it covers all the ideas but is less cumbersome on the notational side.

The only if statement is also true. The lemma is also true for $n$ polynomials. But we decide to present the simplest version necessary for our main proof.
Proof. We proceed by induction, the claim is trivial for \( n = 0,1 \) and \( p_0 = g, p_1 = f \). Hence

\[
z_f(b) - z_f(a) = z_g(b) - z_g(a).
\]

Proposition 3.14. Let \( f, g \) be compatible polynomials of equal degrees and positive leading coefficients. Then \( |z_f(x) - z_g(x)| \leq 1 \) for all real \( x \).

Proof. We proceed by induction, the claim is trivial for \( n = 1 \). We assume it to be true for \( n - 1 \).

If \( f, g \) have a common root \( r \) then \( f(x) = (x - r)f_1 \) and \( g(x) = (x - r)g_1 \). We note that \( |z_f(x) - z_g(x)| \) is never changed by \( r \), also \( tf(x) + (1 - t)g(x) = (x - r)(tf_1(x) + (1 - t)g_1(x)) \) shows that compatibility of \( f, g \) implies compatibility of \( f_1, g_1 \). We now apply induction on \( f_1, g_1 \) and are done.

So we may assume \( f, g \) have no common roots.

We will need that for a real rooted polynomial \( f \), if \( x \) is its root and there are \( k \) roots larger or equal than \( x \), then there are \( k - 1 \) roots of its derivative \( f' \) larger or equal than \( x \). This follows by observing that multiplicity of a root in \( f' \) is by one less than in \( f \) to handle repeated roots and applying mean value theorem several times to place zeros of the derivative between different roots.

Using this we see that \( f, g \) compatible implies \( f', g' \) are compatible.

Suppose, for the sake of contradiction, that there exists a \( y \) such that \( z_f(y) - z_g(y) \geq 2 \). By the fact \( z_f(y) - z_g(y) \) only decreases at roots of \( f \) we may assume that \( y \) is a root of \( f \).

Suppose that \( z_f(y) - z_g(y) \geq 3 \). We have \( z_f'(y) = z_f(y) - 1 \) and \( z_g'(y) \leq z_g(y) \), hence \( z_f'(y) - z_g'(y) \geq z_f(y) - z_g(y) - 1 \geq 2 \) which is a contradiction to the inductive assumption applied to \( f', g' \) which are both of degree \( n - 1 \) and are compatible.

So the only option is \( z_f(y) - z_g(y) = 2 \). Let \( b \) be larger than all the roots of either of \( f, g \), then as both \( f, g \) have positive leading coefficient \( f, g \) agree on \( b \).

We notice that if \( x \) is not a zero of \( f \),

\[
2 \mid z_f(x) \Rightarrow f(x) > 0 \quad \text{and} \quad 2 \nmid z_f(x) \Rightarrow f(x) < 0.
\]

As the sign of \( f \) changes at each zero, fictitiously for repeated roots, and \( f \) is ultimately positive as it has a positive leading coefficient. Hence if we pick \( a < y \) but close enough to \( y \) so that there are no zeros of \( f \) or \( g \) in \( [a, y) \), \( f, g \) agree at \( a \).

Now applying Proposition 3.13 we get

\[
0 = z_f(b) - z_g(b) = z_f(a) - z_g(a) = z_f(y) - z_g(y) = 2
\]

which is a contradiction.
Proof of Lemma 3.12. Let $a_1 \leq a_2 \leq \cdots \leq a_n$ be the roots of $f$ and $b_1 \leq b_2 \leq \cdots \leq b_n$ the roots of $g$.

Let us assume for the sake of contradiction that there exists an $i \leq n - 1$ such that $[a_i, a_{i+1}] \cap [b_i, b_{i+1}] = \emptyset$ as otherwise we can easily find an interlacing.

Without loss of generality in this case we have $a_{i+1} < b_i$. If we choose a $c \in (a_{i+1}, b_i)$ then $z_f(c) = n - i - 1$ and $z_g(c) = n - i + 1$ giving $z_f(c) - z_g(c) = 2$ which is a contradiction to Proposition 3.14. and completes the proof.

3.6 Main Result

We need the last ingredient before proving the main theorem. We state it here and provide a proof in the following subsection. This is the only result for which we do not provide a self-contained proof as certain parts of the proof, while being standard results in the context, rely on results with long and very analytical proofs.

**Theorem 3.15.** Given $p_1, \cdots, p_m \in [0, 1]$. Then the following polynomial is real rooted.

$$
\sum_{s \in \{\pm 1\}^m} \left( \prod_{i : s_i = 1} p_i \right) \left( \prod_{i : s_i = -1} (1 - p_i) \right) f_s(x)
$$

We notice that this polynomial is the expected polynomial of random signings, but this time not taken uniformly. Setting $p_i = \frac{1}{2}$ and combining with Theorem 3.2 we obtain an alternative proof of the Theorem 3.3.

**Theorem 3.16.** $\{f_s\}_{s \in \{\pm 1\}^m}$ form an interlacing family, in particular the assumption of Theorem 3.11 is satisfied.

**Proof.** Applying the Theorem 3.15 with $p_i = \frac{s_i + 1}{2}$ for $1 \leq i \leq k$, $p_{k+1} = t$ and $p_i = \frac{1}{2}$ for $i \geq k + 2$ we get the following polynomial is real rooted:

$$
\sum_{s' \in \{\pm 1\}^m} \left( \prod_{i : s'_i = 1} p_i \right) \left( \prod_{i : s'_i = -1} (1 - p_i) \right) f_{s'}(x) = 2^{n-k-1}(t f_{s_1, s_2, \cdots, s_k, 1} + (1 - t) f_{s_1, s_2, \cdots, s_k, -1})
$$

As $p_i = 0$ if $s_i = -1$ and $1 - p_i = 0$ if $s_i = 1$ for $i \leq k$ so the summand is 0 unless $s'_i = s_i$ for all $i \leq k$, the factor $2^{n-k-1}$ is due to the $p_i$ for $i \geq k + 2$ and the $t$ combination comes from $p_{k+1}$.

So this shows $f_{s_1, s_2, \cdots, s_k, 1}$ and $f_{s_1, s_2, \cdots, s_k, -1}$ are compatible. They are of the same degree and have positive leading coefficients so Lemma 3.12 applies showing $f, g$ have a common interlacing as desired.

We are finally ready to prove the main result.
Theorem 3.17. For each \( d \geq 2 \) there is an infinite family of \( d \)-regular bipartite Ramanujan graphs.

Proof. For \( d = 2 \) taking \( G \) an even cycle graph \( C_{2n} \) is bipartite and Ramanujan by Lemma 2.6. We now assume \( d \geq 3 \).

We start with a Ramanujan bipartite graph \( G_1 \) such as \( K_{d,d} \), or in fact any provided by Lemma 2.7.

We proceed by induction, given a bipartite Ramanujan graph \( G_k \), using Theorem 3.11 we can find a signing \( s \) such that largest root of \( f_s \) is smaller than largest root of \( f_\emptyset \).

Theorem 3.2 implies \( f_\emptyset = 2^m \mu_G \) so they have the same roots and in particular from Theorem 3.4 we know the largest root of \( f_\emptyset \) is at most \( 2\sqrt{d-1} \).

This implies eigenvalues of \( A_s \) are bounded above by \( 2\sqrt{d-1} \), while all non-trivial eigenvalues of the adjacency matrix \( A \) of \( G_k \) are bounded above by \( 2\sqrt{d-1} \) by the inductive assumption that \( G_k \) is Ramanujan.

We define \( G_{k+1} \) to be a 2-lift of \( G_k \) corresponding to \( s \). We note that this implies \( G_{k+1} \) is also bipartite, it is also \( d \)-regular and has double the number of vertices.

By Theorem 3.1 eigenvalues of \( G_{k+1} \) consist of a union of eigenvalues of \( A \) and \( A_s \) implying that all the non-trivial eigenvalues of \( G_{k+1} \) are smaller than \( 2\sqrt{d-1} \). The final ingredient is to use Lemma 2.1 d) to conclude that, as \( G_{k+1} \) is bipartite, all non-trivial eigenvalues are larger than \( -2\sqrt{d-1} \). Hence \( G_{k+1} \) is also Ramanujan.

Hence \( G_1, G_2, \cdots \) make an infinite family of bipartite Ramanujan graphs.

\[ \Box \]

### 3.7 Real Stability

This section is concerned with proving Theorem 3.15. We need to develop a machinery of a certain multivariate generalization of real-rootedness called real stability. It was first studied by Borcea and Branden in [23] and [24]. We will present a small portion we require for more details about the method we point an interested reader to a survey paper by Wagner [25].

**Definition.** A multivariate polynomial \( f \in \mathbb{R}[x_1, \cdots, x_n] \) is said to be real stable if it is the zero polynomial or if \( f(x_1, \cdots, x_n) \neq 0 \) whenever \( \Im(x_i) > 0 \) for every \( i \).

Note that in the definition the polynomial is constrained to have real coefficients, but we may evaluate it at complex numbers.

We start with an easy proposition, on the way real-stability generalizes real-rootedness.

**Proposition 3.18.** If \( n = 1 \) real-stability is equivalent to real rootedness.

Proof. By the fundamental theorem of algebra \( f \) has \( n \) complex roots, if \( z \) is a root then so is its complex conjugate \( z^\ast \) but unless \( z \) is real one of \( z, z^\ast \) have positive imaginary part and \( f \) vanishes so a real stability implies real-rootedness.
For the other direction, if \( f \) is real rooted it only vanishes at points with imaginary part 0 so it is real stable.

We now present the Hurwitz’s theorem, a standard theorem of complex analysis. We need it for several limiting arguments in what follows.

**Theorem 3.19.** Let \( \sigma \subseteq \mathbb{C}^m \) be a connected open set, and let \( f_n, n \in \mathbb{N} \) be a sequence of functions, each analytic and non-vanishing on \( \sigma \), which converges to a limit \( f \) uniformly on compact subsets of \( \sigma \). Then \( f \) is either non-vanishing on \( \sigma \) or identically zero.

**Proof.** This is a standard result in complex analysis, we point the reader to Theorem 1.3.8 of [26].

There are several closure properties satisfied by real stable polynomials, for example a product of 2 real stable polynomials is trivially also real stable. We prove the following specification result we will make use of later, the proof demonstrates why Hurwitz is useful in this setting.

**Proposition 3.20.** If \( f(x_1, x_2, \cdots, x_n) \) is a real stable polynomial in \( n \) variables then \( f(x_1, x_2, \cdots, x_{n-1}, r) \) is a real stable polynomial in \( n-1 \) variables, for arbitrary, fixed real \( r \).

**Proof.** \( f(x_1, x_2, \cdots, x_{n-1}, r) \) is clearly real stable if we allow \( r \) to be complex with \( \Im(r) > 0 \) as any zero with \( \Im(x_i) > 0 \) for \( i \leq n-1 \) would give appended with \( r \) a zero of \( f(x_1, x_2, \cdots, x_n) \) with this property contradicting its real stability.

Now we apply Hurwitz to a sequence \( f_k = f(x_1, x_2, \cdots, x_{n-1}, r + i2^{-k}) \) to conclude the result.

The following lemma will provide us with a certain family of real stable polynomials on which we will build later on.

**Lemma 3.21.** Let \( A_1, A_2, \cdots, A_m \) be positive semi-definite matrices. Then the following polynomial is real stable:

\[
f(x_1, x_2, \cdots, x_n) = \det(x_1 A_1 + \cdots + x_m A_m).
\]

**Proof.** Notice that

\[
\overline{f} = \det(x_1 \overline{A_1} + \cdots + x_m \overline{A_m} + \overline{I}) = \det(x_1 A_1^t + \cdots + x_m A_m^t) = \det(x_1 A_1 + \cdots + x_m A_m) = f
\]

where we used \( \overline{A_i} = A_i^t \) implied by the semi-definite assumption and \( \det(A) = \det(A^t) \).

This implies \( f \in \mathbb{R}[\overline{x}] \).

By Hurwitz’s Theorem applied to \( f \) modified by taking \( A_i + \frac{1}{k} I \) it suffices to prove that \( f \) is stable when each \( A_i \) is positive definite.
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Let \( x_j = a_j + ib_j \) such that \( a_j, b_j \in \mathbb{R} \) for all \( j \). Assuming \( b_j > 0 \) for all \( j \) we get that \( B = \sum_{j=1}^m b_j A_j \) is still positive definite. This implies \( B \) has a positive definite square root matrix \( C = B^{1/2} \). While \( A = \sum_{j=1}^m a_j A_j \) is Hermitian. Now

\[
 f(x) = \det(A + iB) = \det(CC^{-1}AC^{-1} + CiIC) = \det(C) \det(C^{-1}A^{-1} + iI) \det(C) \\
 = \det(B) \det(C^{-1}A^{-1} + iI)
\]

Now if \( f(x) = 0 \) then as \( B \) is positive definite \( \det(B) \neq 0 \) so \(-i\) is an eigenvalue of \( C^{-1}A^{-1} \), which is a Hermitian matrix, as \( C \) Hermitian implies \( C^{-1} \) is Hermitian as well and taking a conjugate transpose of \( C^{-1}A^{-1} \) gives itself. This is impossible as Hermitian matrices have only real roots, in particular \( f \) is real stable. \( \square \)

We now state a result of Borcea and Brändén which characterizes an entire class of differential operators that preserve real stability. To simplify notation we write \( \partial x_i \) for partial differentiation with respect to \( x_i \).

**Theorem 3.22.** Let \( T : \mathbb{R}[x_1, \ldots, x_n] \to \mathbb{R}[x_1, \ldots, x_n] \) be an operator of the form

\[
 \sum_{\alpha, \beta \in \mathbb{N}^n} c_{\alpha, \beta} \prod_{i=1}^n x_i^{\alpha_i} \prod_{i=1}^n (\partial x_i)^{\beta_i}
\]

where \( c_{\alpha, \beta} \in \mathbb{R} \) is zero for all but finitely many terms. We define

\[
 F_T(x, y) = \sum_{\alpha, \beta} c_{\alpha, \beta} \prod_{i=1}^n x_i^{\alpha_i} \prod_{i=1}^n y_i^{\beta_i}
\]

\( T \) preserves real stability if and only if \( F_T(x, -y) \) is real stable.

**Proof.** This is one of the key results of the theory and requires far more machinery then we present here. We point the reader to Theorem 1.3 in Borcea and Brändén [24]. \( \square \)

We note that the above theorem for \( T \) a single partial derivative is not that hard to prove, it is in fact an easy consequence of the Gauss-Lucas theorem stating that roots of the derivative of a polynomial are contained in the convex hull of its roots. The hard part is combining the operators. We will only need the following special case of the above theorem.

**Corollary 3.23.** For non-negative real numbers \( a \) and \( b \) and variables \( x_i \) and \( x_j \), the operator \( T = 1 + a \partial x_i + b \partial x_j \) preserves real stability.

**Proof.** Applying the above theorem for \( T \), so there are only three non-zero \( c_{\alpha, \beta} \), first equal to one and corresponding to \( \alpha, \beta = 0 \) and two equal \( a, b \) and corresponding to \( \alpha = 0 \) and \( \beta \)'s all zeros except 1 in \( i \)-th/\( j \)-th position. Hence by the above theorem we only need to show \( f(x_i, x_j) = 1 - ax_i - bx_j \) is real stable. If \( 3(x_i), 3(x_j) > 0 \) the imaginary part of \( f(x_i, x_j) \) must also be negative, or \( a = b = 0 \), where the former implies \( f(x_i, x_j) \neq 0 \) so \( f \) is real stable and in the latter case \( T \) is identity so trivially real stability preserving. \( \square \)
This finishes setting up the machinery we need, we now proceed to generate the expected characterisitc polynomial of Theorem 3.15 using the above operators.

We will need the following easy result, called the matrix determinant lemma.

**Lemma 3.24.** Let $A$ be an invertible $n \times n$ matrix, and $\overline{u}, \overline{v}$ column vectors. Then
\[
\det(A + \overline{u} \overline{v}^t) = (1 + \overline{v}^t A^{-1} \overline{u}) \det A
\]

*Proof.* We first prove it for the case when $A = I_n$ by observing:
\[
\begin{pmatrix}
I_n & 0 \\
\overline{v}^t & 1
\end{pmatrix}
\begin{pmatrix}
I_n + \overline{u} \overline{v}^t & \overline{u} \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
I_n & 0 \\
-\overline{v}^t & 1
\end{pmatrix}
= \begin{pmatrix}
I_n & \overline{u} \\
\overline{v}^t + \overline{v}^t \overline{u} & 1 + \overline{v}^t \overline{u}
\end{pmatrix}
\begin{pmatrix}
I_n & 0 \\
0 & 1 + \overline{v}^t \overline{u}
\end{pmatrix}
\]

And taking the determinant of respective sides we obtain
\[
\det(I_n + \overline{u} \overline{v}^t) = 1 + \overline{v}^t \overline{u}
\]
which completes the proof for $A = I_n$. Now using this for vectors $A^{-1} \overline{u}$ and $\overline{v}$, we get
\[
\det(A + \overline{u} \overline{v}^t) = \det(A \det(I_n + (A^{-1} \overline{u}) \overline{v}^t) = (1 + \overline{v}^t A^{-1} \overline{u}) \det A
\]
completing the proof. □

Let $Z_x$ be the operator, acting on multivariate polynomials, corresponding to setting variable $x$ to 0, for $i \in \mathbb{N}$ we abbreviate by $Z_i$ the operator $Z_{x_i} : \mathbb{R}[x_1, \ldots, x_n] \rightarrow \mathbb{R}[x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n]$. We note that by the Proposition 3.20 operators $Z_i$ preserve real stability. The following lemma might look arbitrary but it is in fact exactly what comes up as the inductive step in the proof of the following theorem.

**Lemma 3.25.** Let $A$ be an invertible matrix, $\overline{u}, \overline{v}$ be vectors and $p \in [0, 1]$. Then
\[
Z_i Z_j (1 + p \partial_{x_i} + (1 - p) \partial_{x_j}) \det(A + x_i \overline{u} \overline{v}^t + x_j \overline{v} \overline{u}^t) = p \det(A + \overline{u} \overline{v}^t) + (1 - p) \det(A + \overline{v} \overline{u}^t)
\]

*Proof.* Using Lemma 3.24 for $t \overline{u}$ and $\overline{v}$ and taking a derivative with respect to $t$ we obtain the Jacobi’s formula for the derivative of the determinant:
\[
\partial_t (A + t \overline{w} \overline{v}^t) = (\overline{w}^t A^{-1} \overline{u}) \det A
\]
Expanding the left hand side of our desired equality and applying this several time we get:
\[
Z_i Z_j (1 + p \partial_{x_i} + (1 - p) \partial_{x_j}) (A + x_i \overline{u} \overline{v}^t + x_j \overline{v} \overline{u}^t) =
\]
\[
Z_i Z_j (A + x_i \overline{u} \overline{v}^t + x_j \overline{v} \overline{u}^t) + p Z_i \partial_{x_i} Z_j (A + x_i \overline{u} \overline{v}^t + x_j \overline{v} \overline{u}^t) + (1 - p) Z_j \partial_{x_j} Z_i (A + x_i \overline{u} \overline{v}^t + x_j \overline{v} \overline{u}^t) =
\]
\[
det A + p Z_i \partial_{x_i} (A + x_i \overline{u} \overline{v}^t) + (1 - p) Z_j \partial_{x_j} (A + x_j \overline{v} \overline{u}^t) =
\]
\[
det A + p Z_i (\overline{u}^t A^{-1} \overline{v}) \det A + (1 - p) Z_j (\overline{v}^t A^{-1} \overline{u}) \det A =
\]
\[
p(1 + \overline{u}^t A^{-1} \overline{v}) \det A + (1 - p)(1 + \overline{v}^t A^{-1} \overline{u}) \det A =
\]
\[
p \det(A + \overline{u} \overline{v}^t) + (1 - p) \det(A + \overline{v} \overline{u}^t)
\]

Where we used the fact operators $Z, \partial$ acting on different variables commute when acting on the polynomials for the first equality, the above Jacobi’s formula for the third and Lemma 3.24 directly for the fifth. □
We now present our main result on real-rootedness which we were building up to and which will give the desired proof of Theorem 3.15.

**Theorem 3.26.** Let \( \overline{u}_1, \ldots, \overline{u}_m \) and \( \overline{v}_1, \ldots, \overline{v}_m \) be vectors in \( \mathbb{R}^m \), let \( p_1, \ldots, p_m \in [0, 1] \) be real numbers. Then

\[
P(z) \equiv \sum_{S \subseteq [m]} \left( \prod_{i \in S} p_i \right) \left( \prod_{i \notin S} (1 - p_i) \right) \det \left( zI_m + \sum_{i \in S} \overline{u}_i \overline{u}_i^t + \sum_{i \notin S} \overline{v}_i \overline{v}_i^t \right)
\]

is real-rooted.

**Proof.** We define \( Q \) as

\[
Q(z, x_1, \ldots, x_m, y_1, \ldots, y_m) \equiv \det \left( zI + \sum_{i \in S} x_i \overline{u}_i \overline{u}_i^t + \sum_{i \notin S} y_i \overline{v}_i \overline{v}_i^t \right)
\]

Let \( T_i = 1 + p_i \partial_{x_i} + (1 - p_i) \partial_{y_i} \), we show that we can write

\[
P(z) = \left( \prod_{i=1}^m Z_{x_i, z_i, T_i} \right) Q(z, x_1, \ldots, x_m, y_1, \ldots, y_m)
\]

To do this we prove, by induction on \( k \) the following claim:

\[
\sum_{S \subseteq [k]} \left( \prod_{i \in S} p_i \right) \left( \prod_{i \notin [k] \setminus S} (1 - p_i) \right) \det \left( zI_m + \sum_{i \in S} \overline{u}_i \overline{u}_i^t + \sum_{i \notin S} \overline{v}_i \overline{v}_i^t + \sum_{i > k} x_i \overline{u}_i \overline{u}_i^t + y_i \overline{v}_i \overline{v}_i^t \right)
\]

The base case \( k = 0 \) is simply the definition of \( Q \). For the inductive step we apply the operator \( Z_{x_{k+1}, z_{k+1}, T_{k+1}} \) to the right hand side, all the operators are additive so we can fix an \( S \subseteq [k] \) and consider

\[
zI_m + \sum_{i \in S} \overline{u}_i \overline{u}_i^t + \sum_{i \notin S} \overline{v}_i \overline{v}_i^t + \sum_{i > k} x_i \overline{u}_i \overline{u}_i^t + y_i \overline{v}_i \overline{v}_i^t =
\]

\[
zI_m + \sum_{i \in S} \overline{u}_i \overline{u}_i^t + \sum_{i \notin S} \overline{v}_i \overline{v}_i^t + \sum_{i > k+1} x_i \overline{u}_i \overline{u}_i^t + y_i \overline{v}_i \overline{v}_i^t + x_{k+1} \overline{u}_{k+1} \overline{u}_{k+1}^t + y_{k+1} \overline{v}_{k+1} \overline{v}_{k+1}^t =
\]

\[
A
\]

So applying Lemma 3.25\(^7\) for \( A, x_{k+1}, y_{k+1} \) we obtain:

\[
Z_{x_{k+1}, z_{k+1}, T_{k+1}} \det \left( zI_m + \sum_{i \in S} \overline{u}_i \overline{u}_i^t + \sum_{i \notin S} \overline{v}_i \overline{v}_i^t + \sum_{i > k} x_i \overline{u}_i \overline{u}_i^t + y_i \overline{v}_i \overline{v}_i^t \right) =
\]

\(^7\)Note that we are not guaranteed that \( A \) here is invertible, but we do know that it can be singular for at most \( n \) values of \( z \), but polynomials which are equal for all but \( n \) values are indeed equal, by noticing their difference has at most \( n \) roots, so the equality is true even for the values of \( z \) for which Lemma 3.25 does not apply.
\[ Z_{x_{k+1}}Z_{y_{k+1}} T_{k+1} \det \left( A + x_{k+1} \overline{u}_{k+1} \overline{u}^t_{k+1} + y_{k+1} \overline{v}_{k+1} \overline{v}^t_{k+1} \right) = \]
\[ p_{k+1} \det(A + \overline{u}_{k+1} \overline{u}^t_{k+1}) + (1 - p_{k+1}) \det(A + \overline{v}_{k+1} \overline{v}^t_{k+1}) \]

So taking into account \( \prod_{i \in S} p_i \prod_{i \in [k] \setminus S} (1 - p_i) \) the first term is the contribution of \( S \cup \{k + 1\} \) while the second of just \( S \) in the sum of \( S \subseteq [k + 1] \). Finally summing over \( S \) completes the step.

So taking the claim for \( k = m \) we obtain \( [1] \). Each operator in right hand side of \( [1] \) preserves real stability, by Proposition 3.20 and Corollary 3.23 and \( Q \) is real stable so we conclude \( P \) is real stable. But \( P \) is an univariate polynomial so Proposition 3.18 implies it is real rooted, as desired. \( \square \)

We are now ready to prove Theorem 3.15.

**Proof of Theorem 3.15.** We want to prove that the polynomial

\[ \sum_{s \in \{\pm 1\}^m} \left( \prod_{i : s_i = 1} p_i \right) \left( \prod_{i : s_i = -1} (1 - p_i) \right) \det(xI - A_s) \]

is real rooted. This is equivalent to proving that the following polynomial is real rooted:

\[ \sum_{s \in \{\pm 1\}^m} \left( \prod_{i : s_i = 1} p_i \right) \left( \prod_{i : s_i = -1} (1 - p_i) \right) \det(xI + dI - A_s) \]

as their roots only differ by \( x \), we remind the reader that \( d \) is the degree of each vertex as we are working with a \( d \)-regular graph.

For each edge \((u, v)\) we define the rank 1-matrices

\[
L_{u,v}^1 = (\overline{e}_u - \overline{e}_v)(\overline{e}_u - \overline{e}_v)^t, \text{ and} \\
L_{u,v}^{-1} = (\overline{e}_u + \overline{e}_v)(\overline{e}_u + \overline{e}_v)^t.
\]

Where \( e_v \) is the vector with all entries 0 except the one corresponding to \( v \) which is 1. For a signing \( s \), let \( s(u, v) \) denote the sign it assigns to the edge \((u, v)\). We now have

\[ dI - A_s = \sum_{u \sim v} L_{u,v}^{s(u,v)}. \]

If we now set \( \overline{a}_{u,v} = \overline{e}_u - \overline{e}_v \) and \( \overline{b}_{u,v} = \overline{e}_u + \overline{e}_v \) we can express the polynomial in \([2]\) as

\[
\sum_{s \in \{\pm 1\}^m} \left( \prod_{i : s_i = 1} p_i \right) \left( \prod_{i : s_i = -1} (1 - p_i) \right) \det \left( xI + \sum_{s(u,v)=1} \overline{a}_{u,v} \overline{a}^t_{u,v} + \sum_{s(u,v)=-1} \overline{b}_{u,v} \overline{b}^t_{u,v} \right)
\]

Which is of the form for which Theorem 3.26 applies showing this polynomial is real rooted as desired. \( \square \)
3.8 Final Remarks

We add that Marcus, Spielman and Srivastava in [1] often show slightly stronger results than we do, as their goal is to present the method of using interlacing families. We on the other hand are interested in Ramanujan graphs themselves and wanted to present their proof in the shortest possible version while not losing on the substance of their ideas. We also include all but one proof of the intermediary results, which they do not do.

As an example, they extended the definition of Ramanujan graphs to arbitrary graphs and shown existence of infinite families of biregular Ramanujan graphs, where a graph is biregular if it is bipartite and vertices in each bipartition have equal degrees. The proof is essentially the same as the one we presented above.

They also draw an analogy between this proof technique and the probabilistic method. Probabilistic method, in its basic form, relies on the fact that for every random variable $X : \Sigma \to \mathbb{R}$, there is an $\omega \in \Sigma$ such that $X(\omega) \leq \mathbb{E}[X]$. While this method gives for certain special polynomial random variables $P : \Sigma \to \mathbb{R}[x]$ that there exists a $\omega \in \sigma$ such that $\lambda_{\max}(P(\omega)) \leq \lambda_{\max}(\mathbb{E}(P))$.

We note that in many applications the probabilistic method, by using a suitable concentration inequality, often gives very good random algorithms which simply repeatedly sample. Here though, because of the way we show existence of a good 2-lift, it is very hard to determine how many 2-lifts are actually good, it is very hard to determine how good or bad such an algorithm would be.

While this construction provides larger families of Ramanujan graph then the construction of Lubotzky, Phillips and Sarnak in [8] their Ramanujan graphs are explicit so are much less computationally expensive to construct for larger $n$. Their examples also have further, often useful, properties such as having large girth, which we can not determine from this construction, which controls only the eigenvalues.

Marcus, Spielman and Srivastava have recently [16] extended this method to show that there are infinite families of Ramanujan graphs of all sizes in addition to all degrees, we note that the above method only produces graphs of sizes $2^n N$ where $N$ is the size of the initial graph. Our Lemma 2.7 allows us to construct Ramanujan graphs of more sizes than their original paper but it does not produce all sizes.
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