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ABSTRACT. Locally symmetric spaces for $GL_n(\mathbb{R})$ parametrize polarized complex Abelian varieties with real structure (anti-holomorphic involution). This paper introduces a mod $p$ analog. The authors define an “anti-holomorphic” involution (or “real structure”) on an ordinary Abelian variety (defined over a finite field $k$) to be an involution of the associated Deligne module $(T,F,V)$ that exchanges $F$ (the Frobenius) with $V$ (the Verschiebung). The definition extends to include principal polarizations and level structures. The authors show there are finitely many isomorphism classes of such objects in each dimension, and they give a formula for this number that resembles the Kottwitz “counting formula” (for the number of principally polarized Abelian varieties over $k$), but the symplectic group in the Kottwitz formula has been replaced by the general linear group.

1. Introduction

1.1. Let $N \geq 3$ be an integer and let $\Gamma_N \subset Sp_{2n}(\mathbb{Z})$ be the principal level $N$ subgroup consisting of elements that are congruent to the identity modulo $N$. The locally symmetric space $Y = \Gamma_N \backslash Sp_{2n}(\mathbb{R})/U(n)$ may be viewed as the set of complex points of the moduli space $A_{n,[N]}$ of principally polarized complex $n$ dimensional Abelian varieties with level $N$ structure. It admits the structure of a complex algebraic variety and it has an incarnation “modulo $p$”, namely, the moduli space $A_{n,[N]}(k)$ of principally polarized Abelian varieties (of dimension $n$ with level $N$ structure) over a finite field $k = \mathbb{F}_q$ of characteristic $p$. The number of points in $A_{n,[N]}(k)$ was computed by R. Kottwitz [36, 37], proving a reformulation of the conjecture of R. Langlands and M. Rapoport ([38]), following earlier work on this question by J. Milne, W. Waterhouse, R. Langlands, M. Rapoport and others.

For $n \geq 3$ the locally symmetric space $X = GL_n(\mathbb{Z}) \backslash GL_n(\mathbb{R})/O(n)$ does not have a complex structure. Nevertheless in many ways this space behaves something like an algebraic variety, perhaps most spectacularly illustrated by the success ([21, 22, 47, 4, 60, 51]) in associating Galois representations to modular forms on $X$. This leads to the search for other ways in which the locally symmetric space $X$ behaves like the algebraic variety $Y$. Is it possible to make sense of the points of $X$ “modulo $p$”, and to provide a concrete description and count for the points of $X$ over the finite field $\mathbb{F}_q$?

With appropriate level structures, finitely many copies of the space $X$ sit inside $Y$ in a natural way. In a previous paper ([17]) the authors showed that the (principally polarized) Abelian varieties corresponding to points $x \in X$ are precisely those which admit a real structure, that is, an anti-holomorphic involution. Therefore one might hope to identify the finite field analog of $X$ as
a parameter space for principally polarized Abelian varieties over \( \mathbb{F}_q \) equipped with an "anti-holomorphic involution", whatever that means.

1.2. A hint is provided by the theory of complex multiplication. If a simple CM Abelian variety \( A \) has good reduction to a variety \( \overline{A} \) over \( \mathbb{F}_q \) then the Frobenius morphism \( F \) has a lift to an element \( \pi \in \text{End}_\mathbb{Q}(A) \). Complex conjugation takes \( \pi \) to \( \bar{\pi} = q\pi^{-1} \) (since \( \pi \) is a Weil \( q \)-number) which is a lift of the Vershiebung \( V \). Therefore if "complex conjugation" is to make sense on \( \overline{A} \) it must switch \( F \) and \( V \). Is it possible to enlarge the collection of morphisms for Abelian varieties over \( \mathbb{F}_q \) so as to allow for generalized morphisms that switch the Frobenius with the Vershiebung?

1.3. In this paper we show how to make sense of these notions for ordinary Abelian varieties over \( \mathbb{F}_q \) using P. Deligne's linear algebra description \([10]\) of the category of ordinary Abelian varieties as equivalent to the category of Deligne modules \((T, F)\). We define a real structure on \((T, F, \tau)\) to be an involution \( \tau : T \to T \) that switches \( F \) and \( V = qF^{-1} \). This simple, almost trivial definition leads to a wealth of interesting structures. The definition extends naturally to include polarizations (using Howe's theorem \([24]\)) and level structures so we obtain a category of "real" polarized Deligne modules. We show there are finitely many isomorphism classes of real Deligne modules \((T, F, \tau)\) (with principal polarization and level structure) over \( \mathbb{F}_q \), and we are able to count them. For \( n = 1 \) in §7.4 we find, asymptotically \( C(p)q^{1/2} \log q \) objects, (for \( q \) an odd power of \( p \)). For general \( n \) we show that the method (\([36, 37]\)) of Kottwitz may be modified to give a formula, involving ad"elic orbital integrals at \( p \) and away from \( p \), that closely resembles the finite ad"elic part of the (relative) trace formula.

1.4. Conceptually, the general formula (§10.5) may be described as follows. By appropriate choice of coordinates it turns out that the Frobenius morphism \( F \) for an ordinary Abelian variety with real structure (that is, for a polarized Deligne module with involution \((T, F, \tau)\)) may be expressed as a semisimple element \( \gamma_0 = \begin{pmatrix} A & B \\ C & \bar{t}_A \end{pmatrix} \in \text{GSp}_{2n}(\mathbb{Q}) \) such that \( B, C \) are symmetric and \( A \) is self-adjoint with respect to the inner product defined by \( C \), and is totally real\(^1\) with eigenvalues of absolute value \( < \sqrt{q} \). It turns out that the blocks \( A, B, C \) have elegant interpretations: the \( \text{GL}_n(\mathbb{Q}) \)-conjugacy class of \( A \) determines the \( \mathbb{Q} \)-isogeny class of \((T, F, \tau)\), reflecting the equivalence of conjugacy and stable conjugacy for \( \text{GL}_n \). Moreover, the congruence class of \( C \) determines the \( \mathbb{Q} \)-isogeny class of \((T, F, \tau)\) within its \( \mathbb{Q} \)-isogeny class (and \( B \) is uniquely determined by \( A, C \)). The number of isomorphism classes within a \( \mathbb{Q} \)-isogeny class is given by an orbital integral.

1.5. Our formula differs from that of \([36]\) in that the contribution "at \( p \)" is an ordinary orbital integral as opposed to the twisted orbital integral that arises in \([36]\). In \([36]\) Kottwitz uses a special case of the fundamental lemma to express the twisted integral in terms of (stable) ordinary integrals. In our case we do the reverse: in a second paper (\([19]\)), (which is not restricted to the "ordinary" case) by comparing \( \mathbb{Z}_p \)-lattices with lattices over the Witt vectors, we show that the contribution "at \( p \)" to our formula can also be expressed as a (single) twisted orbital integral, which in turn can be interpreted as counting Dieudonné modules with anti-holomorphic involution.

\(^1\)meaning that its eigenvalues are totally real algebraic integers
1.6. Because we restrict to the “ordinary” case most of the techniques of this paper involve little more than linear algebra. In some sections, for completeness we have provided proofs of results that are known to experts. As a byproduct we obtain an elementary re-proof of the “ordinary” part of the Kottwitz formula (see Theorem 10.2). It is simpler than the general formula because it does not require the Kottwitz invariant $\alpha(\gamma_0; \gamma \delta)$, and does not involve a twisted orbital integral, but we include it because it provides a useful comparison with the formula §10.5 in the “real” case, in which the symplectic group has been replaced by the general linear group.
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1.8. Notation. If $E$ is an algebraic number field we use $\mathcal{O}_E$ to denote its full ring of integers. Throughout this paper we fix a finite field $k = \mathbb{F}_q$ of characteristic $p > 0$. If $R$ is an integral domain and $n \geq 1$ the standard symplectic form $\omega_0 : R^{2n} \times R^{2n} \rightarrow R$ is the bilinear map whose matrix is $\left( \begin{smallmatrix} 0 & I_n \\ -I_n & 0 \end{smallmatrix} \right)$. The general symplectic group, which we denote by $G(R) = \text{GSp}_{2n}(R)$ consists of elements $A \in \text{GL}_{2n}(R)$ such that $\omega_0(Ax, Ay) = \lambda \omega_0(x, y)$ for some $\lambda \in R^\times$ in which case $\lambda$ is a character, called the multiplier. The standard involution (see Appendix B) on $R^{2n}$ is the map $\tau_0(x, y) = (-x, y)$. If $g \in G(R)$ we set $\hat{g} = \tau_0 g \tau_0^{-1}$. The subgroup fixed under this involution is denoted $\text{GL}_n^+(R)$ (cf. §5.4). The finite adèles away from $p$, let $\hat{\mathbb{Z}}^p = \prod_{v \neq p, \infty} \mathbb{Z}_v$ so that $\hat{\mathbb{Z}} = \mathbb{Z}_p \hat{\mathbb{Z}}^p$. Let $K_N \subset \text{GSp}_{2n}(\mathbb{Z})$ and $K_N^0 \subset \text{Sp}_{2n}(\mathbb{Z})$ denote the principal congruence subgroups of level $N$ and similarly

$$\hat{K}_N^0 = \ker \left( \text{Sp}_{2n}(\hat{\mathbb{Z}}) \rightarrow \text{Sp}_{2n}(\mathbb{Z}/M\mathbb{Z}) \right)$$

$$\hat{K}_N = \ker \left( \text{GSp}_{2n}(\hat{\mathbb{Z}}) \rightarrow \text{GSp}_{2n}(\mathbb{Z}/N\mathbb{Z}) \right) = \hat{K}_N^0 K_p$$

(1.8.1)

where $\hat{K}_N = \text{GSp}_{2n}(\hat{\mathbb{Z}}) \cap \hat{K}_N$ and $K_p = \text{GSp}_{2n}(\mathbb{Z}_p)$. If $S$ is a commutative ring with 1 and $\mathcal{C}$ is a $\mathbb{Z}$-linear Abelian category the associated category up to $S$-isogeny ([11, 36]) is the category with the same objects but with morphisms

$$\text{Hom}_S(A, B) = \text{Hom}_{\mathcal{C}}(A, B) \otimes_{\mathbb{Z}} S.$$ 

An $S$-isogeny is an isomorphism in this category, that is, an invertible element in this set.

2. The complex case

2.1. We briefly recall several aspects of the theory of moduli of real Abelian varieties, which serve as a partial motivation for the results in this paper. Recall that a real structure on a complex Abelian variety $A$ is an anti-holomorphic involution of $A$. It has been observed [55, 56, 8, 54, 44, 2, 20, 16]
that principally polarized Abelian varieties (of dimension $n$) with real structure correspond to “real points” of the coarse moduli space

$$Y = \text{Sp}_{2n}(\mathbb{Z}) \backslash \mathfrak{h}_n$$

of all principally polarized Abelian varieties, where $\mathfrak{h}_n$ is the Siegel upper halfspace. On this variety, complex conjugation is induced from the mapping on $\mathfrak{h}_n$ that is given by $Z \mapsto \bar{Z} = -Z$ which is in turn induced from the “standard involution” $\tau_0$.

However, a given principally polarized Abelian variety $A$ may admit several non-isomorphic real structures ([55]). Thus, the coarse moduli space of principally polarized Abelian varieties with real structure is not a subset of $Y$ but rather, it maps to $Y$ by a finite mapping. This multiplicity may be removed by replacing $Y$ with the moduli space of principally polarized Abelian varieties with a sufficiently high level structure. More generally let $K_f \subset \text{Sp}_{2n}(\mathbb{A}_f)$ be a compact open subgroup of the finite adèlic points of $\text{Sp}_{2n}$ that is preserved by the involution $\tau_0$ and is sufficiently small that $K_f \cap \text{Sp}_{2n}(\mathbb{Q})$ is torsion free. (We use $\text{Sp}$ rather than $\text{GSp}$ for expository purposes because the argument for $\text{GSp}$ is similar but slightly messier.) As in [50], the fixed points of the involution $\tau_0$ on double coset space

$$Y = \text{Sp}_{2n}(\mathbb{Q}) \backslash \text{Sp}_{2n}(\mathbb{A}) / K_f \mathcal{U}(n)$$

are classified by classes$^2$ in the non-Abelian cohomology $H^1((\tau_0), K_f)$.

2.2. Proposition. [16] Conjugation by $\tau_0$ on $\text{Sp}_{2n}$ passes to an anti-holomorphic involution $\eta : Y \to Y$ whose fixed point $X$ is isomorphic to the finite disjoint union,

$$X \cong \bigsqcup_{\alpha \in H^1((\tau_0), K_f)} X_\alpha$$

over cohomology classes $\alpha$, where

$$X_\alpha = \text{GL}_n(\mathbb{Q}) \backslash \text{GL}_n(\mathbb{A}) / K_\alpha \mathcal{O}(n)$$

is an arithmetic quotient of $\text{GL}_n(\mathbb{R})$ and $K_\alpha$ is a certain$^3$ compact open subgroup of $\text{GL}_n(\mathbb{A}_f)$. If $4|N$ and if $K_f = \hat{K}^0_N$ is the principal congruence subgroup of $\text{Sp}_{2n}(\mathbb{Z})$ of level $N$ then $K_\alpha = \hat{K}'_\alpha$ is independent of the cohomology class $\alpha$, and $X$ may be identified with the parameter space (or coarse moduli space) of principally polarized Abelian varieties with real structure and level $N$ structure. $\square$

In this paper, by restricting to the case of ordinary Abelian varieties, we make a first attempt at finding a finite field analog of Proposition 2.2.

2.3. The Siegel space $\mathfrak{h}_n$ admits another interesting anti-holomorphic involution. In [17] this involution is described on $\mathfrak{h}_2$ whose fixed point set is hyperbolic 3-space (cf. [46]). After appropriate choice of level structure, it passes to an involution of the moduli space $Y$ whose fixed point set is a union of arithmetic hyperbolic 3-manifolds which may be interpreted as constituting a coarse moduli space for Abelian varieties with “anti-holomorphic multiplication” by an order in an imaginary quadratic number field. A finite field analog for this result, along the same lines as the rest of this paper, which applies to the case of ordinary Abelian varieties, is described in §12.

$^2$If $x \in \text{Sp}_{2n}(\mathbb{A})$ maps to a fixed point in $Y$ there exists $\gamma \in \text{Sp}_{2n}(\mathbb{Q}), k \in K_f$ and $m \in K_\infty$ such that $\tilde{x} = \gamma x km$, hence $x = \hat{x} \gamma x k m \tilde{m}$. Then $\hat{k} = I$ since $K_f$ is sufficiently small, so $k$ defines a 1-cocycle.

$^3$The class $\alpha$ vanishes in $H^1((\tau_0), \text{Sp}_{2n}(\mathbb{A}_f))$ so there exists $h \in \text{Sp}_{2n}(\mathbb{A}_f)$ such that $\alpha = [h^{-1} \hat{h}]$. Then $K_\alpha = (h^{-1} K_f h) \cap \text{Sp}_{2n}(\mathbb{A}_f)$ and right translation by $h^{-1}$ maps $\text{GL}_n(\mathbb{Q}) \backslash \text{GL}_n(\mathbb{A}) / \mathcal{O}(n) K_\alpha$ to $Y$. 

3. Deligne modules, polarizations and viable elements

3.1. Ordinary Abelian varieties. Throughout this section we fix a finite field $k = \mathbb{F}_q$ of characteristic $p$. Let $A/k$ be a dimension $n$ Abelian variety. Recall that $A$ is ordinary if any of the following equivalent conditions is satisfied.

1. If $\cdot p : A(\overline{k}) \rightarrow A(\overline{k})$ denotes the multiplication by $p$ then its kernel has exactly $p^g$ points.
2. The local-local component of the $p$-divisible group $A(p^\infty) = \lim\limits_\leftarrow A[p^r]$ is trivial.
3. The middle coefficient of the characteristic polynomial $h_A$ of the Frobenius endomorphism of $A$ is not divisible by $p$.
4. Exactly half of the roots of $h_A$ in $\mathbb{Q}_p$ are $p$-adic units.

3.2. Recall the basic definitions of Deligne [10]. A Deligne module of rank $2n$ over the field $k = \mathbb{F}_q$ of $q$ elements is a pair $(T,F)$ where $T$ is a free $\mathbb{Z}$-module of dimension $2n$ and $F : T \rightarrow T$ is an endomorphism such that the following conditions are satisfied:

1. The mapping $F$ is semisimple and all of its eigenvalues in $\mathbb{C}$ have magnitude $\sqrt{q}$.
2. Exactly half of the eigenvalues of $F$ in $\mathbb{Q}_p$ are $p$-adic units and half of the eigenvalues are divisible by $q$. (So $\pm \sqrt{q}$ is not an eigenvalue.)
3. The middle coefficient of the characteristic polynomial of $F$ is coprime to $p$.
4. There exists an endomorphism $V : T \rightarrow T$ such that $FV = VF = q$.

A morphism $(T,F) \rightarrow (T',F')$ of Deligne modules is a group homomorphism $\phi : T \rightarrow T'$ such that $F'\phi = \phi F$.

3.3. Let $W(k)$ be the ring of (infinite) Witt vectors over $k$. In [10] Deligne chooses an an embedding (3.3.1)\[ \varepsilon : W(\overline{k}) \rightarrow \mathbb{C} \] (“once and for all”) which we henceforth refer to as Deligne’s embedding. By a theorem of Serre and Tate, [13, 32, 42, 58] the ordinary Abelian variety $A$ has a canonical lift $\overline{A}$ over $W(k)$ which, using (3.3.1) gives rise to a complex variety $A_C$ over $\mathbb{C}$. Let $F \in \text{Gal}(\overline{k}/k)$ denote the Frobenius. The geometric action of $F$ on $A$ lifts to an automorphism $F_A$ on $T = T_A = H_1(A_C, \mathbb{Z})$.

3.4. Theorem. [10] The association $A \rightarrow (T_A, F_A)$, determined by Deligne’s embedding (3.3.1), induces an equivalence of categories between the category of $n$-dimensional ordinary Abelian varieties over $k = \mathbb{F}_q$ and the category of Deligne modules over $k$ of rank $2n$.

3.5. Endomorphism algebra and CM types. If $A$ is an ordinary Abelian variety over the finite field $k = \mathbb{F}_q$ of characteristic $p$, then $A$ is $\mathbb{Q}$-isogenous $A \sim A_1 \times A_2 \times \cdots \times A_r$ to a product of ordinary Abelian varieties over $k$ such that

1. For $1 \leq i \leq r$ there exists a positive integer $d_i$ and a simple ordinary Abelian variety $B_i$ over $k$ and a $\mathbb{Q}$-isogeny $A_i \sim B_i^{d_i}$
2. $\text{Hom}_\mathbb{Q}(B_i, B_j) = 0$ for $i \neq j$.

The endomorphism algebra $K_i = \text{End}_\mathbb{Q}(B_i)$ is a CM field (that is, an imaginary quadratic extension of a maximal totally real subfield $L_i$) of degree $\left[K_i : \mathbb{Q}\right] = 2\dim(B_i)$. It is the center of the algebra
End_{Q}(A_i) \cong M_{d_i \times d_i}(K_i). The center of End_{Q}(A) is therefore isomorphic to the CM algebra (that is, the product of CM fields) \( K = K_1 \times \cdots \times K_r \).

A CM type \( \Phi_i \) on \( K_i \) is a collection of embeddings \( \phi : K_i \to \mathbb{C} \), one from each complex conjugate pair. It induces a real vector space isomorphism
\[
\prod_{\phi \in \Phi_i} : K_i \otimes_{Q} \mathbb{R} \to \mathbb{C}^{[K_i : Q]/2}
\]
which defines a complex structure on \( K_i \otimes_{Q} \mathbb{R} \). A CM type on \( K \) is a collection of nontrivial homomorphism \( \phi : K \to \mathbb{C} \), one from each complex conjugate pair, or equivalently, it is a choice of CM type for each \( K_i \). Using Theorem 3.4 these statements become the following.

If \( (T, F) \) is the Deligne module corresponding to \( A \) then there is a decomposition
\[
T_{Q} = T \otimes_{Z} Q \cong T_{1,Q} \oplus \cdots \oplus T_{r,Q},
\]
preserved by \( F \), say \( F = F_1 \oplus \cdots \oplus F_r \), and an isomorphism \( Q[F] \cong K_1 \times \cdots \times K_r \) of the center of \( \text{End}_{Q}(T, F) = \text{End}_{F}(T \otimes Q) \) with the CM algebra \( K \). Then \( T_{i,Q} \) is a vector space of dimension \( d_i \) over the CM field \( K_i = Q[F_i] \). A CM type for \( Q[F] \) defines a complex structure on \( T \otimes \mathbb{R} \). The minimum polynomial of \( (T, F) \) is the product of the minimum polynomials \( h_i(x) \) of the \( (T_{i,Q}, F_i) \). It is an ordinary Weil q-polyomial (see §A.1).

Deligne’s embedding \( \varepsilon : W(\bar{k}) \to \mathbb{C} \) induces a valuation \( \text{val}_p \) on \( \overline{Q} \subset \mathbb{C} \) extending the \( p \)-adic valuation of \( W(k) \) (which explains the use of \( W(\bar{k}) \) rather than \( W(k) \)). This determines a canonical CM type for every Deligne module (and every CM algebra), which we refer to as Deligne’s CM type as follows. If \( (T, F) \) is a Deligne module, define
\[
\Phi_{\varepsilon} = \{ \phi : Q[F] \to \mathbb{C} \mid \text{val}_p(\phi(F)) > 0 \}.
\]
Then \( \Phi_{\varepsilon} \) is a CM type for the CM algebra \( Q[F] \). The resulting complex structure on \( T \otimes_{Z} \mathbb{R} \) is the unique complex structure such that the action of \( F \) is complex linear and so that \( \text{val}_p(\alpha) > 0 \) for every eigenvalue \( \alpha \) of \( F \) (see [10] p. 242). It agrees with the complex structure on \( T_{0}A_{C} \) in the case when \( (T, F) = (T_{A}, F_{A}) \) is the Deligne module associated to an ordinary Abelian variety \( A \). The complex structure gives a Hodge structure on \( T_{0}A_{C} \) which corresponds to an \( \mathbb{R} \) homomorphism \( S = \text{Res}_{C/\mathbb{R}} \mathbb{C}_{m} \to \text{GL}(T \otimes \mathbb{R}) \).

3.6. Let \( (T, F) \) be a Deligne module. We are grateful to the referee for pointing out that not every CM type on \( Q[F] \) will arise as \( \Phi_{\varepsilon'} \) for different embeddings \( \varepsilon' : W(\bar{k}) \to \mathbb{C} \). Suppose as above that \( K = Q[F] \cong K_1 \times \cdots \times K_r \) is a decomposition into a product of CM fields, with the corresponding decomposition \( L = L_1 \times \cdots \times L_r \) of maximal totally real subfields. Each \( p \)-adic place of \( L_i \) splits in \( K_i \) but the prime \( p \) may ramify in \( L_i \). A CM type arising from an embedding \( \varepsilon' : W(\bar{k}) \to \mathbb{C} \) will correspond to a choice, for each \( i \) and for each \( p \)-adic place in \( L_i \), of one of the two places in \( K_i \) over it. Let us say that such a CM type is eligible. Thus the total number of eligible CM types for \( Q[F] \) is \( 2^s \) where \( s \) is the number of \( p \)-adic places of \( L_1 \times \cdots \times L_r \) (whereas the full number of CM types is \( 2^t \) where \( t = \sum_{i=1}^{r} [L_i : Q] \)).

For Howe’s theorem (§3.9 below) and all of §6 through §10 we consider only eligible CM types on \( Q[F] \), and in fact, we use only Deligne’s CM type \( \Phi_{\varepsilon} \). For Howe’s theorem, this is crucial. However the results in §6 through §9 are “linear algebra” statements that can be extended in a straightforward manner to include arbitrary CM types using §3.8 and Lemma 3.10(b),(c).
3.7. Polarizations. For a complex $n$ dimensional Abelian variety $X$ a polarization may be considered to be a Hermitian form $H = R + iω$ defined on the (complex $n$ dimensional) tangent space $T_0X$, meaning that $ω$ is a (real valued) symplectic form on the underlying real vector space $(T_0X)_R$ such that the inner product

$$R(x, y) = ω(x, √{-1}y)$$

is symmetric and positive definite. In [24], E. Howe defines the notion of a polarization of a Deligne module $(T, F)$ in a similar way but the “positive definite” condition requires a replacement for the notion of multiplication by $√{-1}$.

If $Φ$ is any CM type on $Q[F]$ we will say (following [24]) that an element $ι ∈ Q[F]$ is $Φ$-totally positive imaginary if $φ(ι)$ is a positive multiple of $√{-1}$ for all $φ ∈ Φ$. A polarization $ω$ of the Deligne module $(T, F)$ that is positive with respect to the CM type $Φ$ is defined to be an alternating bilinear form $ω : T × T → Z$ such that

1. $ω(x, y) = -ω(y, x)$ for all $x, y ∈ T$,
2. $ω(TQ × TQ → Q)$ is nondegenerate,
3. $ω(Fx, y) = ω(x, Vy)$ for all $x, y ∈ T$,

as well as the following $Φ$-positivity condition (see §3.11)

(*) the bilinear form $R(x, y) = ω(x, iy)$ is symmetric and positive definite, for some (and hence any) totally $Φ$-positive imaginary element $ι ∈ Q[F]$,

and we say that $(T, F, ω)$ is a $Φ$-positively polarized Deligne module. (See also §3.11.)

Let us say that a symplectic form $ω$ on a Deligne module $(T, F)$ satisfying (1) and (2) above is a polarization if there exists a CM type $Φ$ on $Q[F]$ such that $ω$ is a $Φ$-positive polarization on $(T, F)$. (Most of this paper involves Deligne modules that are positively polarized with respect to Deligne’s CM type $Φ_x$.)

3.8. Suppose $(T_1, F_1, ω_1)$ is $Φ_1$-positively polarized and $(T_2, F_2, ω_2)$ is $Φ_2$-positively polarized, where $Φ_1, Φ_2$ are CM types on $Q[F_1], Q[F_2]$ respectively. If $g : (T_1, F_1) → (T_2, F_2)$ is a morphism of Deligne modules that is compatible with the polarizations (meaning that $g^*(ω_2) = ω_1$) then it also follows that $g^*(Φ_2) = Φ_1$. Therefore we may speak of a morphism of polarized Deligne modules without necessarily referring to the CM type. (See also Lemma 3.10.)

Let $S$ be a commutative ring with 1. An $S$-isogeny of $Φ$-positively polarized Deligne modules $φ : (T_1, F_1, ω_1) → (T_2, F_2, ω_2)$ is defined to be an $S$-isogeny (cf. §1.8) $φ : (T_1, F_1) → (T_2, F_2)$ for which there exists $c ∈ S^×$ such that $φ^*(ω_2) = cω_1$, in which case $c$ is called the multiplier of the isogeny $φ$. If $S ⊂ R$ then any $S$-isogeny of $Φ$-positively polarized Deligne modules has positive multiplier.

3.9. Howe’s theorem. If $(T, F)$ is a Deligne module then the dual Deligne module $(̂T, ̂F)$ is defined by $̂T = Hom(T, Z)$ and $̂F(φ)(x) = φ(Vx)$ for all $φ ∈ ̂T$.

Let $A$ be an ordinary Abelian variety with associated Deligne module $(T_A, F_A)$ that is determined by the embedding $ε$ of (3.3.1). Then there is a canonical isomorphism of Deligne modules, $(̂T_A, ̂F_A) ≅ (T_A, F_A)$. Let $ω : T_A × T_A → Z$ be an alternating bilinear form that satisfies conditions (1) and (2) of §3.7. It induces an isomorphism $λ : (T_A ⊗ Q, F) → (̂T_A ⊗ Q, ̂F)$ and hence an isogeny $λ_A : A → ̂A$. Then Howe proves ([24]) that $ω$ is positive with respect to the CM type $Φ_ε$ if and
only if $\lambda_A$ is a polarization of the Abelian variety $A$. Consequently, the equivalence of categories in Theorem 3.4 (which depends on the choice of $\varepsilon$) extends to an equivalence between the category of polarized $n$-dimensional Abelian varieties over $\mathbb{F}_q$ with the category of $\Phi_\varepsilon$-positively polarized Deligne modules (over $\mathbb{F}_q$) of rank $2n$.

3.10. Existence Lemma. (see also Lemma 4.4.)

(a) Let $K = \mathbb{Q}[\pi]$ be a CM field and let $\Phi$ be a CM type for $K$. Then there exists an integral symplectic form $\omega : \mathfrak{O}_K \times \mathfrak{O}_K \to \mathbb{Z}$ which satisfies the $\Phi$-positivity condition (*) of §3.7, that is, the bilinear form $R(x, y) = \omega(x, \bar{y})$ is positive definite and symmetric, for any $\Phi$-totally positive imaginary element $\iota \in K$. The form $\omega$ may be chosen so that $\omega(ax, y) = \omega(x, ay)$ for any $a \in K$ (where bar denotes complex conjugation), hence $\omega(x, y) = -\omega(x, y)$. If $\bar{x}$ is an ordinary Weil $q$-number then $(\mathfrak{O}_K, \pi, \omega)$ is a $\Phi$-positively polarized Deligne module.

(b) Let $(T, F)$ be a Deligne module. For any CM type $\Phi$ on $\mathbb{Q}[F]$ there exists a $\Phi$-positive polarization $\omega$ of $(T, F)$, hence $(T, F, \omega)$ is a $\Phi$-positively polarized Deligne module.

(c) Suppose $(T, F)$ is a Deligne module and suppose $\omega : T \times T \to \mathbb{Z}$ is a symplectic form such that $\omega(Fx, y) = \omega(x, Vy)$. Then there exists a unique CM type $\Phi$ on $\mathbb{Q}[F]$ such that $\omega$ is $\Phi$-positive, hence $(T, F, \omega)$ is a $\Phi$-positively polarized Deligne module.

Proof. A polarization that is positive with respect to $\Phi$ and compatible with complex conjugation is described in [53] §6.2 and [52] §6.2; see also [43] Prop. 10.2 p. 335; we repeat the definition here. Let $\alpha \in \mathfrak{O}_K$ be totally $\Phi$-positive imaginary and for all $x, y \in K$ set
\[
\omega_K(x, y) = \text{Trace}_{K/\mathbb{Q}}(\alpha x, \bar{y}).
\]
Then $\omega_K : \mathfrak{O}_K \times \mathfrak{O}_K \to \mathbb{Z}$ is antisymmetric, the bilinear form $R(x, y) = \omega_K(x, \alpha y)$ is symmetric and positive definite, $\omega_K(x, \bar{y}) = q \omega_K(x, y)$, and $\omega_K(x, \bar{y}) = -\omega_K(x, y)$.

Part (b) follows from part (a) by decomposition into simple Deligne modules.

For part (c) we may also suppose $(T, F)$ is $\mathbb{Q}$-simple and $\omega : T \times T \to \mathbb{Z}$ is alternating and nondegenerate over $\mathbb{Q}$ with $\omega(Fx, y) = \omega(x, Vy)$. A choice of a $F$-cyclic vector gives an isomorphism of $\mathbb{Q}[F]$-modules, $T \otimes \mathbb{Q} \cong \mathbb{Q}[F]$. Using this isomorphism, the mapping $x \mapsto \omega(x, 1)$ is $\mathbb{Q}$-linear, so is given by $\text{Trace}_{K/\mathbb{Q}}(\alpha x, \bar{y})$ for some uniquely determined $\alpha \in K$. It follows that $\alpha = -\alpha$ and
\[
\omega(x, y) = \text{Trace}_{K/\mathbb{Q}}(\alpha x, \bar{y}).
\]

This element $\alpha$ determines a CM type $\Phi = \Phi_\alpha$ for $K$: for any embedding $K \to \mathbb{C}$ the image of $\alpha$ is purely imaginary so there is a unique choice $\phi$ from each pair of complex conjugate embeddings such that $\phi(\alpha)$ is positive imaginary. It is easy to check that $\omega$ is $\Phi_\alpha$-positive. For uniqueness, if $\beta \in \mathbb{Q}[F]$ is any other element such that $(x, y) \mapsto \omega(x, \beta y)$ is symmetric and positive definite then $\beta = -\beta$ so $\phi(\beta)$ is purely imaginary for every $\phi \in \Phi_\alpha$. Moreover,
\[
\omega(x, \beta x) = \sum_{\phi \in \Phi_\alpha} \phi(\alpha \beta x, \bar{x}) + \bar{\phi}(\bar{\alpha} \beta x, \bar{x}) = 2 \sum_{\phi \in \Phi_\alpha} \phi(\alpha \beta x, \bar{x}) > 0
\]
for all $x \in \mathbb{Q}[F]^\times$. This implies that $\phi(\alpha)\phi(\beta) = -\phi(\alpha)\phi(\beta) > 0$ for each $\phi \in \Phi_\alpha$, hence $\phi(\beta)$ is also positive imaginary, that is, $\Phi_\alpha = \Phi_\beta$.

(meaning that $\mathbb{Q}[\pi]$ has no real embeddings, that $\phi(\pi) \bar{\phi}(\pi) = q$ for each complex embedding $\phi : \mathbb{Q}[\pi] \to \mathbb{C}$, and that the middle coefficient of the characteristic polynomial of $\pi$ is not divisible by $p$, cf. Appendix A.)
3.11. Viable elements. Let $\gamma_0 \in \operatorname{GSp}_{2n}(\mathbb{Q})$ be a semisimple element whose characteristic polynomial is an ordinary Weil $q$-polynomial. If $\gamma, \gamma_0 \in \operatorname{GSp}_{2n}(\mathbb{Q})$ are stably conjugate\(^5\) then conjugation defines a unique isomorphism $\mathbb{Q}[\gamma] \cong \mathbb{Q}[\gamma_0]$. Let $\mathcal{C} \subset \operatorname{GSp}_{2n}(\mathbb{Q})$ be the stable conjugacy class of $\gamma_0$ let $\Phi$ be a CM type on the CM algebra $K = K(\mathcal{C}) = \mathbb{Q}[\gamma_0]$. An element $\gamma \in \mathcal{C}$ will be said to be $\Phi$-viable if the pair $(\gamma, \omega_0)$ satisfies the following positivity condition (where $\omega_0$ is the standard symplectic form on $\mathbb{Q}^{2n}$):

$$
(**) \text{ The bilinear form } R(x, y) = \omega_0(x, y) \text{ is symmetric and positive definite on } \mathbb{Q}^{2n}, \text{ for any totally } \Phi\text{-positive imaginary element } \iota \in \mathbb{Q}[\gamma].
$$

3.12. Proposition. (See also Lemma 4.4.) Let $\mathcal{C} \subset \operatorname{GSp}_{2n}(\mathbb{Q})$ be a stable conjugacy class of semisimple elements whose characteristic polynomial is an ordinary Weil $q$ polynomial and let $\Phi$ be a CM type on the associated CM algebra $K = K(\mathcal{C})$.

1. An element $\gamma \in \mathcal{C}$ is $\Phi$-viable if and only if there exists a $\Phi$-positively polarized Deligne module of the form $(L, \gamma, \omega_0)$ for some lattice $L \subset \mathbb{Q}^{2n}$.

2. The set of $\Phi$-viable elements in $\mathcal{C}$ is non-empty and forms a unique $\operatorname{Sp}_{2n}(\mathbb{R})$-conjugacy class\(^6\) within $\mathcal{C}$.

Proof. For part (1), given a $\Phi$-viable element $\gamma \in \mathcal{C}$ we may reduce to the case that the characteristic polynomial of $\gamma$ is irreducible and $K = \mathbb{Q}[\gamma]$ is a CM field. We need to construct a lattice $L \subset \mathbb{Q}^{2n}$ which is preserved by $\gamma$ and by $q\gamma^{-1}$, such that the symplectic form $\omega_0$ take integer values on $L$.

Let $v_0 \in \mathbb{Q}^{2n}$ be a cyclic vector for the action of $\gamma$, that is, a generator of $\mathbb{Q}^{2n}$ as a one dimensional $K = \mathbb{Q}[\gamma]$ module and let $\psi : K \to \mathbb{Q}^{2n}$ be the unique $K$-equivariant mapping such that $\psi(1) = v_0$.

Let $\omega_K = \psi^*(\omega_0)$. Then $\omega_K(x, 1)$ is linear in $x$ so it is given by $\operatorname{Trace}_{K/\mathbb{Q}}(\alpha x)$ for some unique element $\alpha \in K$. It follows that $\omega_K(x, y) = \operatorname{Trace}_{K/\mathbb{Q}}(\alpha xy)$, that $\bar{\alpha} = -\alpha$ and that $\alpha$ is totally $\Phi$-positive imaginary. If we change $v_0$ to $x.v_0$ (with $x \in \mathbb{Q}[\gamma]$) then $\alpha$ changes to $x\bar{x}\alpha$. It follows that we may choose $v_0$ so that $\alpha \in K$ is an algebraic integer. Therefore multiplication by $\alpha$ preserves $\mathfrak{O}_K$ so $\omega_K$ is integer valued on $\mathfrak{O}_K$. Hence, we may take $L = \psi(\mathfrak{O}_K)$.

For part (2), by Lemma 3.10(c), there exist a $\Phi$-viable element $\gamma_0 \in \mathcal{C}$, and there exists a $\Phi$-positively polarized Deligne module of the form $(L_0, \gamma_0, \omega_0)$ (where $L_0 \subset \mathbb{Q}^{2n}$). Now let $\gamma \in \mathcal{C}$. We must show that $\gamma$ is $\Phi$-viable if it is $\operatorname{Sp}_{2n}(\mathbb{R})$ conjugate to $\gamma_0$.

First, suppose that $\gamma$ is $\Phi$-viable, hence $(L, \gamma, \omega_0)$ is a $\Phi$-positively polarized Deligne module, for some lattice $L \subset \mathbb{Q}^{2n}$. Since $\gamma, \gamma_0$ have the same characteristic polynomial, there exists $\phi \in \operatorname{GL}_{2n}(\mathbb{Q})$ with $\gamma_0 = \phi^{-1} \gamma \phi$ which therefore induces an identification $\mathbb{Q}[\gamma] \cong \mathbb{Q}[\gamma_0]$. So $(\phi^{-1}(L), \phi^*(\gamma) = \gamma_0, \phi^*(\omega_0))$ is a $\Phi$-positively polarized Deligne module. Choose $c \in \mathbb{Q}$, $c > 0$ so that $c\phi^*(\omega_0)$ takes integer values on $L_0$. Then $c\phi^*(\omega_0)$ is a second polarization of the Deligne module $(L_0, \gamma_0)$. By Lemma C.1 there is an $\mathbb{R}$-isogeny $\psi : (L_0, \gamma_0, \omega_0) \to (L_0, \gamma_0, c\phi^*(\omega_0))$ with multiplier equal to 1, which implies that $\psi^*\phi^*(\omega_0) = \omega_0$. Thus, conjugation by $\phi \circ \psi$ takes $\gamma_0$ to $\gamma$, and $\phi \circ \psi \in \operatorname{GSp}_{2n}(\mathbb{R})$ has multiplier $c > 0$. Therefore conjugation by $\frac{1}{\sqrt{c}} \phi \circ \psi \in \operatorname{Sp}_{2n}(\mathbb{R})$ also takes $\gamma_0$ to $\gamma$. The converse is similar (but easier). \(\square\)

---

\(^5\) meaning that there exists $g \in \operatorname{GSp}_{2n}(\mathbb{Q})$ such that $\gamma = g^{-1}\gamma_0 g$

\(^6\) meaning the intersection of an $\operatorname{Sp}_{2n}(\mathbb{R})$ conjugacy class with $\mathcal{C}$
4. Real structures

4.1. Definition. Fix a Deligne module \((T, F)\) over \(k = \mathbb{F}_q\) of dimension \(2n\). A real structure on \((T, F)\) is a \(\mathbb{Z}\)-linear homomorphism \(\tau : T \to T\) such that \(\tau^2 = I\) and such that \(\tau F \tau^{-1} = V\). A (real) morphism \(\phi : (T, F, \tau) \to (T', F', \tau')\) of Deligne modules with real structures is a group homomorphism \(\phi : T \to T'\) so that \(\phi F = F' \phi\) and \(\phi \tau = \tau' \phi\). A real structure \(\tau\) is compatible with a polarization \(\omega : T \times T \to \mathbb{Z}\) if, for all \(x, y \in T\),

\[
\omega(\tau x, \tau y) = -\omega(x, y).
\]

Let \(N \geq 1\) and assume \(p \nmid N\). A (principal) level \(N\) structure on \((T, F)\) is an isomorphism \(\beta : T/NT \to (\mathbb{Z}/N\mathbb{Z})^{2n}\) such that \(\beta \circ \overline{F} = \beta\) where \(\overline{F} = F \mod N\). (If a level \(N\) structure exists, it implies that \(F \equiv I \mod N\), which places further restrictions on \(N\).) A level \(N\) structure is said to be compatible with a polarization \(\omega : T \times T \to \mathbb{Z}\) if \(\beta_*(\omega) = \bar{\omega}_0\) is the reduction modulo \(N\) of the standard symplectic form (cf. §1.8).

If \((T, F, \tau)\) is a Deligne module with real structure then a level \(N\) structure \(\beta\) on \((T, F)\) is compatible with \(\tau\) if \(\beta_*(\tau) = \bar{\tau}_0\) is the reduction modulo \(N\) of the standard involution (cf. §1.8 and §D.3). A necessary condition for the existence of a level \(N\) structure that is compatible with \(\tau\) is that \(p \equiv 1 \mod N\), which also implies that \(V \equiv I \mod N\), cf. §5.1.

4.2. In Theorem 7.1 we will prove (for \(q, N\) coprime) that there are finitely many isomorphism classes of principally (\(\Phi_q\)-positively) polarized Deligne modules of rank \(2n\) over \(\mathbb{F}_q\) with real structure and with principal level \(N\) structure. In §11.1 we add a few remarks concerning the fixed point lattice \(T^\tau\) (or “real sublattice”) of a Deligne module \((T, F)\) with real structure \(\tau\).

4.3. Lemma. The category of Deligne modules (resp. polarized Deligne modules) with real structure, up to \(\mathbb{Q}\)-isogeny is semisimple. If \((T, F, \tau)\) is \(\mathbb{Q}\)-simple then either (a) \(T_\mathbb{Q} = T \otimes \mathbb{Q}\) is a simple \(\mathbb{Q}[F]\) module or (b) there exists a simple \(\mathbb{Q}[F]\) module \(W\) so that \(T_\mathbb{Q} \cong W \oplus \tau(W)\).

Proof. The proof is more or less standard. For the first statement, it suffices to check complete reducibility. Let \((T, F, \tau)\) be a Deligne module, and let \((T_1, F, \tau)\) be a submodule. Since \(F\) is semisimple the ring \(\mathbb{Q}[F]\) is isomorphic to a product of number fields. It follows that \((T, F, \tau)\) decomposes into a sum of modules over these constituent fields. So we may assume that \(\mathbb{Q}[F]\) is a field. Set \(W = T \otimes \mathbb{Q}\) and let \(W_1 = T_1 \otimes \mathbb{Q}\). Choose any decomposition of \(W\) into simple \(\mathbb{Q}[F]\)-submodules so that \(W_1\) is a summand. The resulting projection \(\pi : W \to W_1\) is \(\mathbb{Q}[F]\)-equivariant. Let \(e = \pi + \tau \pi \tau : W \to W_1\). Then \(e\) is surjective (since its restriction to \(W_1\) coincides with multiplication by 2) and \(W_1' := \ker(e)\) is preserved by \(F\) and by \(\tau\). Thus, the decomposition \(W = W_1 \oplus W_1'\) is preserved by \(F\) and by \(\tau\). For any choice of lattice \(T_1' \subset W_1'\) preserved by \(F\) and \(\tau\) the module \((T_1 \oplus T_1', F, \tau)\) is \(\mathbb{Q}\)-isogenous to \((T, F, \tau)\). The statement about simple modules follows.

Similarly suppose \((T, F, \omega, \tau)\) is a Deligne module with real structure and \(\Phi\)-positive polarization with respect to a choice \(\Phi\) of CM type on \(\mathbb{Q}[F]\). Let \(W = T \otimes \mathbb{Q}\) and suppose that \(W_1 \subset W\) is a subspace preserved by \(F\) and by \(\tau\). Set \(F_1 = F|W_1\). It follows that

(1) the restriction of \(\omega\) to \(W_1\) is nondegenerate and is \(\Phi_1\)-positive, where \(\Phi_1\) is the CM type on \(\mathbb{Q}[F_1]\) that is induced from \(\Phi\),
5.2. Lemma. Let a polarized Deligne module with real structure may be represented by a semisimple, has multiplier $q$ or equivalently if $L$ and it is $\Phi_2$-positively polarized by the restriction $\omega|W_2$ where $\Phi_2$ is the CM type induced from $\Phi$ on $\mathbb{Q}[F_2]$ (where $F_2 = F|W_2$), and (3) The module $W$ decomposes as an orthogonal sum $W = W_1 \oplus W_2$. □

4.4. Existence Lemma. The $\Phi$-positively polarized Deligne module $(\mathbb{O}_K, \pi, \omega)$ defined in part (a) of Lemma 3.10 admits a canonical real structure given by complex conjugation. Statement (b) of Lemma 3.10 remains true if the Deligne module $(T, F)$ is replaced by a Deligne module with real structure $(T, F, \tau)$, in which case the resulting polarization $\omega$ is compatible with the real structure. Statement (c) remains true if the Deligne module $(T, F)$ has a real structure.

Let $\mathcal{C} \subset \text{GSp}_{2n}(\mathbb{Q})$ be a stable conjugacy class as in Proposition 3.12, and let $\Phi$ be a CM type on the CM algebra $K = K(\mathcal{C})$. Let $\gamma \in \mathcal{C}$ be $\Phi$-viable and also $q$-inversive (see §5 below). Then there exists a lattice $L \subset \mathbb{Q}^{2n}$ that is preserved by $\gamma$, $q\gamma^{-1}$, and by the standard involution $\tau_0$ so that $(L, \gamma, \omega_0, \tau_0)$ is a $\Phi$-positively polarized Deligne module with real structure.

Proof. The first three statements are easy to verify. The last statement follows from the same proof as that of Lemma 3.10 and Proposition 3.12, using Lemma 4.3 to reduce to the simple case. □

5. $q$-inversive elements

5.1. Let $R$ be an integral domain. Let us say that an element $\gamma \in \text{GSp}_{2n}(R)$ is $q$-inversive if it is semisimple, has multiplier $q$ and if

$$\tau_0 \gamma \tau_0^{-1} = q \gamma^{-1},$$

or equivalently if $\gamma = \begin{pmatrix} A & B \\ C & \bar{A} \end{pmatrix} \in \text{GSp}_{2n}(R)$ and $B, C$ are symmetric, and $A^2 - BC = qI$. It follows that $B^tA = AB$ and $CA = \bar{A}C$. In Lemma 6.3 below, it is explained that the endomorphism $F$ of a polarized Deligne module with real structure may be represented by a $q$-inversive element.

5.2. Lemma. Let $\gamma = \begin{pmatrix} A & B \\ C & \bar{A} \end{pmatrix} \in \text{GSp}_{2n}(\mathbb{Q})$ be $q$-inversive. Then the following statements are equivalent.

1. The matrices $A$, $B$, and $C$ are nonsingular.
2. The element $\gamma$ has no eigenvalues in the set $\{\pm \sqrt{q}, \pm \sqrt{q} \}$.

If these properties hold then the matrix $A$ is semisimple, and the characteristic polynomial of $A$ is $h(2x)$, where $h(x)$ is the real counterpart (see §A.2) to $g(x)$, the characteristic polynomial of $\gamma$. If $g(x)$ is also an ordinary Weil $q$-polynomial then $p \nmid \det(A)$ and every eigenvalue $\beta$ of $A$ satisfies

$$(5.2.1) \quad |\beta| < \sqrt{q}.\$$

Conversely, let $A \in \text{GL}_n(\mathbb{Q})$ be semisimple and suppose that its eigenvalues $\beta_1, \ldots, \beta_n$ (not necessarily distinct) are totally real and that $|\beta_r| < \sqrt{q}$ for $1 \leq r \leq n$. Then for any symmetric nonsingular matrix $C \in \text{GL}_n(\mathbb{Q})$ such that $\bar{A}C = CA$, the following element

$$(5.2.2) \quad \gamma = \begin{pmatrix} A & (A^2 - qI)C^{-1} \\ C & \bar{A} \end{pmatrix} \in \text{GSp}_{2n}(\mathbb{Q})$$

$\text{7Compare the equation } \tau F \tau^{-1} = V \text{ of §4.1}$
is q-inversive and its eigenvalues are the Weil q-numbers:
\[
\alpha_r = \beta_r \pm \sqrt{\beta_r^2 - q} \quad (1 \leq r \leq n),
\]

Proof. These statements are direct consequences of the following observation: if \( w = (\frac{u}{v}) \) is an eigenvector of \( \gamma \) with eigenvalue \( \lambda \) then

(a) \( \tau_0(w) = (\frac{-v}{u}) \) is an eigenvector of \( \gamma \) with eigenvalue \( q/\lambda \)

(b) \( u \) is an eigenvector of \( A \) with eigenvalue \( \frac{1}{2} (\lambda + \frac{q}{\lambda}) \)

(c) \( v \) is an eigenvector of \( 'A \) with eigenvalue \( \frac{1}{2} (\lambda + \frac{q}{\lambda}) \).

\( \square \)

5.3. Joint signature. Let \( E_n(\mathbb{R}) \) denote the set of pairs \((A, C)\) where \( A \in \text{GL}_n(\mathbb{R}) \) is semisimple with all eigenvalues real, where \( C \in \text{GL}_n(\mathbb{R}) \) is symmetric, and where \( A \) is self adjoint with respect to the inner product \( \langle \cdot, \cdot \rangle_C \) defined by \( C \), that is, \( ^tCA = CA \). If \( \beta \neq \mu \) are eigenvalues of \( A \) then the eigenspaces \( V_\beta \) and \( V_\mu \) are orthogonal with respect to \( \langle \cdot, \cdot \rangle_C \). Therefore \( \langle \cdot, \cdot \rangle_C \) decomposes as a direct sum of bilinear forms \( \oplus_{\beta \in \text{Spec}(A)} \langle \cdot, \cdot \rangle_\beta \) with respect to the eigenspace decomposition \( \mathbb{R}^n = \oplus_{\beta \in \text{Spec}(A)} V_\beta \) where \( \text{Spec}(A) \subset \mathbb{R} \) denotes the spectrum of \( A \). Define

\[ \text{sig}(A; C) = \{ \text{sig}(\langle \cdot, \cdot \rangle_\beta) \}_{\beta \in \text{Spec}(A)} \]

to be the ordered collection of signatures of each of these bilinear forms. The elements of \( \text{sig}(A; C) \) correspond to class in the Galois cohomology set \( H^1(\mathbb{C}/\mathbb{R}, Z_A \cap O(C)) \) of the centralizer of \( A \) intersected with the orthogonal group of \( C \).

The group \( \text{GL}_n(\mathbb{R}) \) acts on \( E_n(\mathbb{R}) \) by
\[ X.(A, C) = (XAX^{-1}, \quad X^{-1}CXX^{-1}). \]

Two elements \((A, C)\) and \((A', C')\) are in the same orbit if and only if \( A, A' \) have the same characteristic polynomial and \( \text{sig}(A, C) = \text{sig}(A', C') \). In fact, the stabilizer of \( A \) in \( \text{GL}_n(\mathbb{R}) \) is \( \prod_{\beta \in \text{Spec}(A)} \text{GL}(V_\beta) \) and within each \( V_\beta \) the congruence class\(^8\) of \( C_\beta \) is determined by the signature of \( \langle \cdot, \cdot \rangle_\beta \).

5.4. Conjugacy of q-inversive elements. In this section we consider \( \text{GL}_n \) versus \( \text{Sp}_{2n} \) conjugacy of q-inversive elements. Let \( L \supset \mathbb{Q} \) be a field. The subgroup of \( \text{GSp}_{2n}(L) \) that is fixed under conjugation by the standard involution \( \tau_0 \) is denoted \( \text{GL}_n^*(L) \), and it is the image of the standard embedding
\[ \delta : L^\times \times \text{GL}_n(L) \to \text{GSp}_{2n}(L); \quad \delta(\lambda, x) = \left( \begin{array}{cc} \lambda x & 0 \\ 0 & \lambda^{-1} \end{array} \right). \]
(For \( \lambda = 1 \) we use the same notation \( \delta : \text{GL}_n \to \text{Sp}_{2n} \).) Say that two elements of \( \text{GSp}_{2n} \) are \( \text{GL}_n^* \) (resp. \( \text{GL}_n \))-conjugate if the conjugating element lies in the image of \( \delta \) (resp. \( \delta(1 \times \text{GL}_n) \)). Then \( \text{GL}_n^* \)-conjugation preserves q-inversive elements.

\(^8\)Symmetric matrices \( S \) and \( T \) are congruent if there exists a matrix \( X \) so that \( T = X S X^t \).
5.5. Proposition. Let $\gamma_1, \gamma_2 \in \GSp_{2n}(\mathbb{Q})$ be $q$-inversive, say $\gamma_i = \begin{pmatrix} A_i & B_i \\ C_i & A_i \end{pmatrix}$. Then

$\gamma_1, \gamma_2$ are $\GSp_{2n}(\mathbb{Q})$-conjugate $\iff$ $A_1, A_2$ are $\GL_n(\mathbb{Q})$-conjugate

$\gamma_1, \gamma_2$ are $\Sp_{2n}(\mathbb{R})$-conjugate $\iff$ $\gamma_1, \gamma_2$ are $\GL_n(\mathbb{Q})$-conjugate

$\gamma_1, \gamma_2$ are $\GL_n(\mathbb{Q})$-conjugate and $\text{sig}(A_1; C_1) = \text{sig}(A_2; C_2)$.

Proof. Conjugacy by $\GSp_{2n}(\mathbb{Q})$ is the same as conjugacy by $\Sp_{2n}(\mathbb{Q})$ and, among semisimple elements, is determined by the characteristic polynomial. From Lemma 5.2 the characteristic polynomial of $\gamma_i$ determines that of $A_i$ and vice versa. Conjugacy of semisimple rational matrices $A_1, A_2$ is determined by the characteristic polynomial. The proves the first statement. Using $\GL_n(\mathbb{Q})$ it is possible to diagonalize $A_i$ and to reduce $C_i$ to the identity, which proves the second statement.

For the third implication ($\iff$), equality of the signatures guarantees the existence of $X \in \GL_n(\mathbb{R})$ so that $X(A_1, C_1) = (A_2, C_2) \in \mathcal{E}_n(\mathbb{R})$ as explained in §5.3. Then $\gamma_1, \gamma_2$ are conjugate by $X = \begin{pmatrix} Y & 0 \\ Z & W \end{pmatrix} \in \Sp_{2n}(\mathbb{R})$.

Now suppose that $\gamma_1, \gamma_2$ are $\Sp_{2n}(\mathbb{R})$-conjugate. Then $A_1, A_2$ are $\GL_n(\mathbb{Q})$-conjugate since they have the same characteristic polynomial, so we need to show that $\text{sig}(A_1; C_1) = \text{sig}(A_2; C_2)$ or equivalently, that $\gamma_1, \gamma_2$ are conjugate by an element of $\delta(\GL_n(\mathbb{R}))$. As in §5.3, conjugating by elements of $\delta(\GL_n(\mathbb{R}))$ and by decomposing with respect to the eigenspace decompositions of $A_1, A_2$, we may reduce to the case that $A_1 = A_2 = \lambda I_n$, and that $C_1, C_2$ are diagonal matrices consisting of $\pm 1$.

So, let us assume that $C_1 = I_r$ consists of $r$ copies of $+1$ and $n - r$ copies of $-1$ along the diagonal, and that $C_2 = I_s$. This determines $B_1 = dI_r$ and $B_2 = dI_s$ where $d = \lambda^2 - q$. Assuming that $\gamma_1, \gamma_2$ are $\Sp_{2n}(\mathbb{R})$-conjugate, we need to prove that $r = s$.

Suppose $h = \begin{pmatrix} X & Y \\ Z & W \end{pmatrix} \in \Sp_{2n}(\mathbb{R})$ and $\gamma_2 = h\gamma_1 h^{-1}$. Subtracting $\lambda I_{2n \times 2n}$ from both sides of this equation leaves

\begin{equation}
\begin{pmatrix} X & Y \\ Z & W \end{pmatrix} \begin{pmatrix} 0 & dI_r \\ I_r & 0 \end{pmatrix} = \begin{pmatrix} 0 & dI_s \\ I_s & 0 \end{pmatrix} \begin{pmatrix} X & Y \\ Z & W \end{pmatrix}
\end{equation}

or $W = I_s XI_r$ and $Z = d^{-1}I_s YI_r$. Let $H = X + \frac{1}{\sqrt{d}}YI_r \in \GL_{2n}(\mathbb{C})$. Then

\[HI_r I_r \bar{H} = (X + \frac{1}{\sqrt{d}} YI_r) I_r (X - \frac{1}{\sqrt{d}} YI_r) = I_s \]

for the real part of this equation comes from $X^t W - Y^t Z = I$ (B.1.3) and the imaginary part follows similarly because $h \in \Sp_{2n}(\mathbb{R})$. But $I_r$ and $I_s$ are Hermitian matrices so this equation implies that their signatures are equal, that is, $r = s$. \qed

5.6. Let $h(x) \in \mathbb{Z}[x]$ be a real, ordinary Weil $q$-polynomial, (Appendix A), that is,

(h1) $h(0)$ is relatively prime to $q$

(h2) the roots $\beta_1, \beta_2, \cdots, \beta_n$ of $h$ are totally real and $|\beta_i| < 2\sqrt{q}$ for $1 \leq i \leq n$.

Let $S(h)$ be the algebraic variety, defined over $\mathbb{Q}$, consisting of all pairs $(A_0, C)$ where $A_0, C \in \GL_n$, where $A_0$ is semisimple and its characteristic polynomial is equal to $h(2x)$, where $C$ is symmetric.
and $A_0 C = CA_0$. As in Lemma 5.2 there is a natural mapping

\begin{equation}
\theta : S(h) \to \text{GSp}_{2n}, \quad (A_0, C) \mapsto \left( A_0 \quad B \\
C \quad \gamma A_0 \right)
\end{equation}

where $B = (A_0^2 - qI)C^{-1}$. The image $\theta(S(h)_\mathbb{Q})$ of the set of rational elements consists of all $q$-inversive elements whose characteristic polynomial is the ordinary Weil $q$-polynomial $p(x) = x^n h(x + q/x)$ (see Appendix A). The image of $\theta$ is preserved by the action of $\text{GL}_n$, which corresponds to the action

\begin{equation}
X.(A_0, C) = (X A_0 X^{-1}, X^{-1} C X^{-1})
\end{equation}

for $X \in \text{GL}_n$. In the notation of §5.2 above, the orbits of $\text{GL}_n(\mathbb{R})$ on $S(h)_\mathbb{R}$ are uniquely indexed by the values $\text{sig}(A_0; C) = \{\text{sig}(C_\beta)\}$ of the signature of each of the quadratic forms $C_\beta$ on the eigenspace $V_\beta$, as $\beta$ varies over the distinct roots of $h(x)$. By abuse of terminology we shall refer to the rational elements in the $\text{GL}_n(\mathbb{R})$ orbit of $(A_0, C) \in S(h)_\mathbb{Q}$ as the “$\text{GL}_n(\mathbb{R})$-orbit containing $(A_0, C)$”.

5.7. Let $(A_0, C_0) \in S(h)_\mathbb{Q}$ and set $\gamma = \theta(A_0) \in \text{GSp}_{2n}(\mathbb{Q})$ as in equation (5.6.1). The algebra $K = \mathbb{Q}[\gamma]$ is isomorphic to a product of CM fields (cf. §3.5). Fix a CM type $\Phi$ for $K$.

Recall from Lemma 3.12 (resp. Lemma 4.4) that in order for the pair $(\gamma, \omega_0)$ (resp. the triple $(\gamma, \omega_0, \tau_0)$) to give rise to a $\Phi$-polarized Deligne module (resp. $\Phi$-polarized Deligne module with real structure), it is necessary and sufficient that $\gamma$ should be $\Phi$-viable.

5.8. Proposition. Fix $h(x)$ and $\Phi$ as in §5.6 and §5.7 above. For any semisimple matrix $A_0 \in \text{GL}_n(\mathbb{Q})$ with characteristic polynomial equal to $h(2x)$ there exists a symmetric nonsingular element $C_0 \in \text{GL}_n(\mathbb{Q})$ so that $(A_0, C_0) \in S(h)_\mathbb{Q}$ and so that $\gamma_0 = \theta(A_0, C_0) \in \text{GSp}_{2n}(\mathbb{Q})$ is $\Phi$-viable. For every $(A, C) \in S(h)_\mathbb{Q}$ the corresponding element $\gamma = \theta(A, C)$ is $\Phi$-viable if and only if it is $\delta(\text{GL}_n(\mathbb{R}))$-conjugate to $\gamma_0$.

Proof. Given $A_0$ we need to prove the existence of $C_0 \in \text{GL}_n(\mathbb{Q})$ such that $(A_0, C_0) \in S(h)_\mathbb{Q}$ is $\Phi$-viable. By Lemma 4.4 there is a $\Phi$-polarized Deligne module with real structure, $(T, F, \omega, \tau)$ whose characteristic polynomial is $p(x)$. Use Proposition B.4 to choose a basis $h : T \otimes \mathbb{Q} \cong \mathbb{Q}^{2n}$ so that that $h(T) \subset \mathbb{Q}^{2n}$ is a lattice, so that $h_\omega(\omega) = \omega_0$ and that $h_\tau(\tau) = \tau_0$ in which case the mapping $F$ becomes a matrix $\gamma = \left( \begin{array}{cc} A & B \\ C & \gamma A_0 \end{array} \right)$. It follows that $\gamma$ is viable and that the characteristic polynomial of $A$ is equal to that of $A_0$. So there exists $X \in \text{GL}_n(\mathbb{Q})$ satisfying $A_0 = X A X^{-1}$. Define $C_0 = X^{-1} C X^{-1}$ so that $(A_0, C_0) = X \cdot (A, C)$. Then $\gamma_0 = \theta(A_0, C_0) = \delta(X) \gamma_0 \delta(X)^{-1}$ is $q$-inversive, its characteristic polynomial is $p(x)$, and by Proposition 3.12 it is viable.

For the second statement, $\gamma$ is $\Phi$-viable iff it is $\text{Sp}_{2n}(\mathbb{R})$-conjugate to $\gamma_0$, by Proposition 3.12. This holds iff it is $\delta(\text{GL}_n(\mathbb{R}))$-conjugate to $\gamma_0$, by Proposition 5.5.

5.9. Remark. In the notation of the preceding paragraph, $\gamma = \theta(A, C)$ is $\Phi$-viable iff $\text{sig}(A, C) = \text{sig}(A_0, C_0)$. If the roots of $h(x)$ are distinct then the CM field $\mathbb{Q}[\gamma]$ has $2^n$ different CM types, corresponding to the $2^n$ possible values of $\text{sig}(A, C)$ (that is, an ordered $n$-tuple of $\pm 1$). However, if $h(x)$ has repeated roots then there exist elements $(A, C) \in S(h)_\mathbb{Q}$ such that $\gamma = \theta(A, C)$ is not viable for any choice $\Phi$ of CM type on $\mathbb{Q}[\gamma]$. 
6. $\mathbb{Q}$-isogeny classes

The first step in counting the number of (principally polarized) Deligne modules (with or without real structure) is to identify the set of $\mathbb{Q}$ isogeny classes of such modules, following the method of Kottwitz [36]. Throughout this and subsequent chapters we shall only consider polarizations that are positive with respect to the CM type $\Phi_\varepsilon$ as described in §3.7.

6.1. Lemma. For $i = 1, 2$ let $(T_i, F_i)$ be a Deligne module with $(\Phi_\varepsilon$-positive) polarization $\omega_i$. Let $p_i$ be the characteristic polynomial of $F_i$. Then the following statements are equivalent.

1. The characteristic polynomials are equal: $p_1(x) = p_2(x)$.
2. The Deligne modules $(T_1, F_1)$ and $(T_2, F_2)$ are $\mathbb{Q}$-isogenous.
3. The Deligne modules $(T_1, F_1)$ and $(T_2, F_2)$ are $\mathbb{Q}$-isogenous.
4. The polarized Deligne modules $(T_1, F_1, \omega_1)$ and $(T_2, F_2, \omega_2)$ are $\mathbb{Q}$-isogenous.

For $i = 1, 2$ suppose the polarized Deligne module $(T_i, F_i, \omega_i)$ admits a real structure $\tau_i$. Then (1), (2), (3), (4) are also equivalent to the following statements

5. The real Deligne modules $(T_1, F_1, \tau_1)$ and $(T_2, F_2, \tau_2)$ are $\mathbb{Q}$-isogenous.
6. The real Deligne modules $(T_1, F_1, \tau_1)$ and $(T_2, F_2, \tau_2)$ are $\mathbb{Q}$-isogenous.
7. The real polarized Deligne modules $(T_1, F_1, \omega_1, \tau_1)$ and $(T_2, F_2, \omega_2, \tau_2)$ are $\mathbb{Q}$-isogenous.

Proof. Clearly, (4) $\implies$ (3) $\implies$ (1) and (2) $\implies$ (1). The implication (1) $\implies$ (2) is a special case of a theorem of Tate, but in our case it follows immediately from the existence of rational canonical form (see, for example, [34] p. 443) that is, by decomposing $T_i \otimes \mathbb{Q}$ into $F_i$-cyclic subspaces ($i = 1, 2$) and mapping cyclic generators in $T_1$ to corresponding cyclic generators in $T_2$.

The proof that (2) $\implies$ (4) is a special case of Kottwitz [36] p. 206, which proceeds as follows. Given $\phi : (T_1 \otimes \mathbb{Q}, F_1) \rightarrow (T_2 \otimes \mathbb{Q}, F_2)$ define $\beta \in \text{End}_\mathbb{Q}(T_1, F_1)$ by $\omega_1(\beta x, y) = \omega_2(\phi(x), \phi(y))$. The Rosati involution $(\beta \rightarrow \beta')$ is the adjoint with respect to $\omega_1$ and it fixes $\beta$ since $\omega_1(\beta'x, y) = \omega_1(x, \beta y) = -\omega_1(\beta y, x) = -\omega_2(\phi(y), \phi(x)) = \omega_1(\beta x, y)$.

By Lemma C.1 there exists $\alpha \in \text{End}_\mathbb{Q}(T_1, F_1)$ such that $\beta = \alpha'\alpha$ which gives $\omega_1(\alpha'\alpha x, y) = \omega_1(\alpha x, \alpha y) = \omega_2(\phi(x), \phi(y))$.

Thus $\phi \circ \alpha^{-1} : (T_1 \otimes \mathbb{Q}, F_1) \rightarrow (T_2 \otimes \mathbb{Q}, F_2)$ is a $\mathbb{Q}$-isogeny that preserves the polarizations. Now suppose that real structures $\tau_1, \tau_2$ are provided. It is clear that (7) $\implies$ (6) and (4); also that (5) $\implies$ (6) $\implies$ (3). Now let us show (in the presence of $\tau_1, \tau_2$) that (4) $\implies$ (7). The involution $\tau_i \in \text{GSp}(T_i, \omega_i)$ has multiplier $-1$. So by Lemma B.2 and Proposition B.4 there exist $\psi_i : T_i \otimes \mathbb{Q} \rightarrow \mathbb{Q}^{2n}$ which takes the symplectic form $\omega_i$ to the standard symplectic form $\omega_0$, and which takes the involution $\tau_i$ to the standard involution $\tau_0$. It therefore takes $F_i$ to some $\gamma_i \in \text{GSp}_{2n}(\mathbb{Q})$ which is $q$-inversive with respect to the standard involution $\tau_0$.

By part (4) there is a $\mathbb{Q}$ isogeny $\phi : (T_1, F_1, \lambda_1) \rightarrow (T_2, F_2, \lambda_2)$. This translates into an element $\theta \in \text{GSp}_{2n}(\mathbb{Q})$ such that $\gamma_2 = \theta^{-1}\gamma_1\theta$. By Proposition 5.5 there exists an element $\Psi \in \text{GL}_n(\mathbb{Q})$ such that $\gamma_2 = \Psi^{-1}\gamma_1\Psi$. In other words, $\Psi$ corresponds to a $\mathbb{Q}$-isogeny $(T_1, F_1, \lambda_1, \tau_1) \rightarrow (T_2, F_2, \lambda_2, \tau_2)$.

Now let us show that (6) $\implies$ (5). Let us suppose that $(T_1, F_1, \tau_1)$ and $(T_2, F_2, \tau_2)$ are $\mathbb{Q}$-isogenous. This implies that the characteristic polynomials $p_1(x)$ and $p_2(x)$ of $F_1$ and $F_2$ (respectively) are equal. Moreover, the $\pm 1$ eigenspaces of $\tau_1$ have the same dimension because $T \otimes \mathbb{Q}_p$...
decomposes as a direct sum of two subspaces that are exchanged by \( \tau_i \), cf. [10]\S 7. Set \( V_1 = T_1 \otimes \mathbb{Q} \) and \( V_2 = T_2 \otimes \mathbb{Q} \) and denote these eigenspace decompositions as follows,

\[
V_1 \cong V_1^+ \oplus V_1^- \quad \text{and} \quad V_2 \cong V_2^+ \oplus V_2^- .
\]

First let us consider the case that the characteristic polynomial \( p_1(x) \) of \( F_1 \) is irreducible. In this case every non-zero vector in \( V_1 \) is a cyclic generator of \( V_1 \). Choose nonzero cyclic generators \( v \in V_1^+ \) and \( w \in V_2^+ \), and define \( \psi : V \rightarrow V_2 \) by

\[
\psi(F_1^r v) = F_2^r w
\]

for \( 1 \leq r \leq \text{dim}(T) \). This mapping is well defined because \( F_1 \) and \( F_2 \) satisfy the same characteristic polynomial. Clearly, \( \psi \circ F_1 = F_2 \circ \psi \). However we also claim that \( \psi \circ \tau_1 = \tau_2 \circ \psi \). It suffices to check this on the cyclic basis which we do by induction. By construction we have that \( \psi \tau_1 v = \tau_2 \psi v = \tau_2 w \) so suppose we have proven that \( \psi \tau_1 F_1^m v = \tau_2 \psi F_2^m v = \tau_2 F_2^m w \) for all \( m \leq r - 1 \). Then

\[
\psi \tau_1 F_1^r v = \psi \tau_1 F_1^r \tau_1^{-1} \tau_1 F_1^{r-1} v = q \psi F_1^{r-1} \tau_1 F_1^{r-1} v = q F_2^{-1} \psi F_1^{r-1} v = q F_2^{-1} \tau_2 \psi F_1^{r-1} v = \tau_2 F_2 \psi F_1^{r-1} v = \tau_2 F_2 \psi F_1^r v.
\]

Thus we have constructed a \( \mathbb{Q} \) isogeny between these two real Deligne modules.

If the characteristic polynomial \( p_1(x) \) is reducible then \( V_i \) \( (i = 1, 2) \) may be decomposed as a direct sum of \( F_i \)-cyclic subspaces, each of which is preserved by the involution \( \tau_i \), thus reducing the problem to the case of irreducible characteristic polynomial.

6.2. Proposition. Associating the characteristic polynomial to each Deligne module induces a canonical one to one correspondence between the following objects

(a) The set of ordinary Weil \( q \)-polynomials \( p(x) \in \mathbb{Z}[x] \) of degree \( 2n \) (see Appendix A)

(b) The set of \( \text{GSp}_{2n}(\mathbb{Q}) \)-conjugacy classes of semisimple elements \( \gamma \in \text{GSp}_{2n}(\mathbb{Q}) \) whose characteristic polynomial is an ordinary Weil \( q \)-polynomial

(c) The set of \( \mathbb{Q} \)-isogeny classes of Deligne modules \((T, F)\)

(d) The set of \( \mathbb{Q} \)-isogeny classes of \((\Phi_z \text{-positively})\) polarized Deligne modules \((T, F, \lambda)\)

and a one to one correspondence between the following objects

(a') The set of ordinary real Weil \( q \)-polynomials (see Appendix A) of degree \( n \)

(b') The set of \( \text{GL}_n(\mathbb{Q}) \)-conjugacy classes of semisimple elements \( A_0 \in \text{GL}_n(\mathbb{Q}) \) whose characteristic polynomial is \( h(2x) \) where \( h \) is an ordinary real Weil \( q \)-polynomial.

(c') The set of \( \mathbb{Q} \)-isogeny classes of Deligne modules \((T, F, \tau)\) with real structure

(d') The set of \( \mathbb{Q} \)-isogeny classes of \((\Phi_z \text{-positively})\) polarized Deligne modules \((T, F, \omega, \tau)\) with real structure.

Proof. The correspondence (a)\(\rightarrow\)(b) is given by Proposition A.5 (companion matrix for the symplectic group) while (b)\(\rightarrow\)(a) associates to \( \gamma \) its characteristic polynomial. This correspondence is one-to-one because semisimple elements in \( \text{GSp}_{2n}(\mathbb{Q}) \) are conjugate iff their characteristic polynomials are equal. Items (b) and (c) are identified by the Honda-Tate theorem ([59]), but can also be seen directly. Given \( \gamma \) one constructs a lattice \( T \subset \mathbb{Q}^{2n} \) that is preserved by \( \gamma \) and by \( \gamma q^{-1} \) by considering one cyclic subspace at a time (cf. Lemma 4.3) and taking \( T \) to be the lattice spanned
by \(\{\gamma^mv_0\}\) and by \(\{(q\gamma)^mv_0\}\) where \(v_0\) is a cyclic vector. Lemma 6.1 may be used to complete the proof that the correspondence is one to one. Items (c) and (d) correspond by Proposition 3.10 (existence of a polarization) and by Lemma 6.1.

The correspondence \((a')\mapsto (b')\) is standard. For the correspondence \((a')\mapsto (c')\), each ordinary real Weil \(q\)-polynomial \(h(x)\) is the real counterpart of an ordinary Weil \(q\)-polynomial \(p(x)\) by Appendix A. It suffices to consider the case that \(p(x)\) is irreducible. Let \(\pi\) be a root of \(p(x)\) so that \(K = \mathbb{Q}[\pi]\) is a CM field. Set \(T = \mathfrak{o}_K\) (the full ring of integers), let \(F = \pi : T \to T\) be multiplication by \(\pi\) and let \(\tau\) denote complex conjugation. Then \(\tau\) preserves \(\mathfrak{o}_K\) and \(\tau F \tau = qF^{-1}\) because \(\pi\bar{\pi} = q\). Hence \((T, F, \pi)\) is a Deligne module with real structure whose characteristic polynomial is \(p(x)\).

Lemma 6.1 says that this association \((a')\mapsto (c')\) is one to one and onto. A mapping \((c')\mapsto (d')\) is given by Lemma 4.4 (existence of a polarization) and this mapping is one to one and onto by Lemma 6.1.

In order to “count” the number of real Deligne modules it is necessary to describe them, up to isomorphism (rather than isogeny) in terms of algebraic groups as follows.

6.3. Lemma. Let \((T, F, \omega, \tau)\) be a rank \(2n\) Deligne module with \(\Phi_\epsilon\)-positive polarization and real structure. Then it is isomorphic to one of the form

\[
(L, \gamma, \omega_0, \tau_0)
\]

where \(\gamma \in \text{GSp}_{2n}(\mathbb{Q})\) is \(q\)-inversive and its characteristic polynomial is an ordinary Weil \(q\)-polynomial; where \(L \subseteq \mathbb{Q}^{2n}\) is a lattice that is preserved by \(\gamma\), by \(q\gamma^{-1}\) and by \(\tau_0\), and where the standard symplectic form \(\omega_0\) takes integer values on \(L\). The group of self \(\mathbb{Q}\)-isogenies of \((T, F, \omega)\) (resp. \((T, F, \omega, \tau)\)) is isomorphic to the centralizer \(Z_\gamma(\mathbb{Q})\) in \(\text{GSp}_{2n}(\mathbb{Q})\) (resp. in \(\text{GL}_n(\mathbb{Q})\)). Every element \(\phi \in Z_\gamma(\mathbb{Q})\) has positive multiplier \(c(\phi) > 0\).

If \((T, F, \omega, \tau)\) is principally polarized then it is isomorphic to a principally polarized Deligne module of the form

\[
(L_0, \gamma, \omega_0, \tau_1)
\]

where \(L_0 = \mathbb{Z}^{2n}\) is the standard lattice, where \(\tau_1 \in \text{GSp}_{2n}(\mathbb{Z})\) is an involution with multiplier \(-1\), where \(\gamma, q\gamma^{-1} \in \text{GSp}_{2n}(\mathbb{Q}) \cap M_{2n \times 2n}(\mathbb{Z})\) preserve the integral lattice \(L_0\) and where \(\tau_1\gamma\tau_1^{-1} = q\gamma^{-1}\).

Proof. By Lemma B.2 and Proposition B.4 there is a basis \(\phi : T \otimes \mathbb{Q} \to \mathbb{Q}^{2n}\) of \(T \otimes \mathbb{Q}\) so that \(\omega\) becomes \(\omega_0\) and so that \(\tau\) becomes \(\tau_0\). Take \(L = \phi(T)\) and \(\gamma = \phi F \phi^{-1}\). This induces an isomorphism \(\mathbb{Q}[F] \cong \mathbb{Q}[\gamma]\) preserving the CM type \(\Phi_\epsilon\) on each, such that \(\omega_0\) is \(\Phi_\epsilon\)-positive. The centralizer statements are clear. If \(\phi \in Z_\gamma(\mathbb{Q})\) and if \(\iota \in \mathbb{Q}[\gamma]\) is a \(\Phi_\epsilon\)-totally positive imaginary element then

\[
R(\phi(x), \phi(x)) = \omega_0(\phi x, \iota \phi x) = \omega_0(\phi x, \phi x) = c(\phi)R(x, x) > 0.
\]

If the original polarization \(\omega\) of \((T, F, \tau)\) is principal then Lemma B.2 provides an isomorphism \((T, \omega) \cong (L_0, \omega_0)\) which takes \(F\) to some element \(\gamma\) and takes the involution \(\tau\) to some involution \(\tau_1\), both of which preserve the lattice \(L_0\). \(\square\)
7. Finiteness

Throughout this section, all polarizations are considered to be $\Phi_\varepsilon$-positive. As in §3, let $\mathbb{F}_q$ be a finite field of characteristic $p > 0$, fix $N \geq 1$ not divisible by $p$, and let $n \geq 1$. We refer to §D.3 for the definition of a level of $N$ structure.

**7.1. Theorem.** Assume $q, N \geq 1$ are coprime. There are finitely many isomorphism classes of principally ($\Phi_\varepsilon$-positively) polarized Deligne modules of rank $2n$ over $\mathbb{F}_q$ with real structure and with principal level $N$ structure.

*Proof.* It follows from Proposition 6.2 that there are finitely many $\mathbb{Q}$-isogeny classes of ($\Phi_\varepsilon$-positively) polarized Deligne modules with real structure. Moreover, it is easy to see that each isomorphism class (of principally polarized Deligne modules with real structure) contains at most finitely many level $N$ structures. So, for simplicity, we may omit the level structure, and it suffices to show that each $\mathbb{Q}$-isogeny class (of $\Phi_\varepsilon$-positively polarized Deligne modules with real structure) contains at most finitely many isomorphism classes of principally polarized modules. Therefore, let us fix a $\Phi_\varepsilon$-positive principally polarized Deligne module with real structure, which by Lemma 6.3 may be taken to be of the form $(L_0, \gamma, \omega_0, \eta_0)$ where: $\eta_0 \in \text{GSp}_{2n}(\mathbb{Z})$ is an involution with multiplier $-1$, where $\gamma_0 \in \text{GSp}_{2n}(\mathbb{Q}) \cap M_{2n \times 2n}(\mathbb{Z})$ and its characteristic polynomial is an ordinary Weil $q$-polynomial, and where $\eta_0 \gamma_0 \eta_0^{-1} = g \gamma_0^{-1}$.

The group $G' = \text{Sp}_{2n}$ acts on $V = M_{2n \times 2n} \times M_{2n \times 2n}$ by $g.(\gamma, \eta) = (g \gamma g^{-1}, g \eta g^{-1})$. Let $\Gamma = \text{Sp}_{2n}(\mathbb{Z})$ be the arithmetic subgroup that preserves the lattice

$$L = M_{2n \times 2n}(\mathbb{Z}) \times M_{2n \times 2n}(\mathbb{Z})$$

of integral elements. It also preserves the set of pairs $(\gamma, \eta)$ such that $\eta \in \text{GSp}_{2n}(\mathbb{Z})$, $\eta^2 = I$, $\eta \gamma \eta^{-1} = q \gamma^{-1}$. Let $v_0 = (\gamma_0, \eta_0)$. We claim

1. the orbit $G'_{C,v_0}$ is closed in $V_C$, and
2. there is a natural injection from
   a. the set of isomorphism classes of principally polarized Abelian varieties with real structure within the $\mathbb{Q}$-isogeny class of $(T_0, \gamma_0, \omega_0, \eta_0)$ to
   b. the set of $\Gamma$-orbits in $L \cap G'_{\mathbb{Q},v_0}$.

Using claim (1) we may apply Borel’s theorem$^9$ [5] (§9.11) and conclude that there are finitely many $\Gamma$ orbits in $L \cap G'_{\mathbb{Q},v_0}$ which implies, by claim (2) that there are finitely many isomorphism classes.

*Proof of claim (2).* Consider a second principally polarized “real” Deligne module, $(L_0, \gamma_1, \omega_0, \eta_1)$, within the same $\mathbb{Q}$-isogeny class. By Proposition 6.2, a $\mathbb{Q}$-isogeny between these two Deligne modules is an element $X \in \text{GSp}_{2n}(\mathbb{Q})$ such that $\gamma_1 = X \gamma_0 X^{-1}$ and $\eta_1 = X \eta_0 X^{-1}$. In particular this means that the pair $(\gamma_1, \eta_1)$ is in the orbit $\text{GSp}_{2n}(\mathbb{Q}), v_0$, which coincides with the orbit $G'_{\mathbb{Q},v_0}$. Moreover, such an isogeny $X$ is an isomorphism (of principally polarized Deligne

---

$^9$Let $M$ be a reductive algebraic group defined over $\mathbb{Q}$ and let $\Gamma \subset M_0$ be an arithmetic subgroup. Let $M_0 \to \text{GL}(V_0)$ be a rational representation of $M$ on some finite dimensional rational vector space. Let $L \subset V_0$ be a lattice that is stable under $\Gamma$. Let $v_0 \in V$ and suppose that the orbit $M_0.v_0$ is closed in $V_\mathbb{C} = V_\mathbb{Q} \otimes \mathbb{C}$. Then $L \cap M_0.v_0$ consists of a finite number of orbits of $\Gamma$. 

modules with real structure) if and only if $X$ and $X^{-1}$ preserve the lattice $L_0$ and the symplectic form $\omega_0$, which is to say that $X \in \Gamma$.

We remark that the mapping from (2a) to (2b) above is not necessarily surjective for the following reason. The element $\gamma_0$ is ($\Phi_c$-)viable (see §3.11), that is, it satisfies the “positivity” condition (*) of §3.7, because it comes from a polarized Abelian variety. However, if $(\gamma, \eta) \in L \cap G_{\omega_0}'v_0$ is arbitrary then $\gamma$ may fail to be $\Phi_c$-viable.

**Proof of claim (1).** Since $\gamma_0$ and $\eta_0$ are both semisimple, the conjugacy class

$$(G'_{\omega_0},\gamma_0) \times (G'_{\omega_0},\eta_0) \subset M_{2n \times 2n}(\mathbb{C}) \times M_{2n \times 2n}(\mathbb{C})$$

is closed ([29] §18.2). We claim that the orbit $G'_{\omega_0}.v_0$ coincides with the closed subset

$$S = \{(\gamma, \tau) \in (G'_{\omega_0},\gamma_0) \times (G'_{\omega_0},\eta_0) | \tau \gamma \tau^{-1} = q \gamma^{-1}\}.$$ 

Clearly, $G'_{\omega_0}.v_0 \subset S$. If $(\gamma, \eta) \in (G'_{\omega_0},\gamma_0) \times (G'_{\omega_0},\eta_0)$ lies in the subset $S$ then by Proposition B.4, conjugating by an element of $G'_{\omega_0}$ if necessary, we may arrange that $\eta = \eta_0$ is the standard involution. Consequently, $\tau_0 \gamma \tau_0^{-1} = q \gamma^{-1}$, which is to say that $\gamma$ is $q$-inversive. By assumption it is also $G'_{\omega_0}$-conjugate to $\gamma_0$. According to Proposition 5.5, $G'_{\omega_0}$-conjugacy of $q$-inversive elements coincides with $\delta(\text{GL}_n(\mathbb{C}))$-conjugacy. Thus there exists $g \in \delta(\text{GL}_n(\mathbb{C}))$ so that $(g \gamma g^{-1}, g \tau_0 g^{-1}) = (\gamma_0, \tau_0)$. In summary, the element $(\gamma, \eta)$ lies in the $G'_{\omega_0}$-orbit of $(\gamma_0, \tau_0)$. This concludes the proof of Theorem 7.1. \qed

7.2. **The case** $n = 1$. Fix $q = p^m$ and let $\mathbb{F}_q$ denote the finite field with $q$ elements. According to Proposition 6.2 the set of $\mathbb{Q}$-isogeny classes of Deligne modules $(T, F)$ of rank 2, over $\mathbb{F}_q$ is determined by a quadratic ordinary Weil $q$-number $\pi$, which we now fix. This means that $\pi$ satisfies an equation

$$\pi^2 + B\pi + q = 0$$

where $p \nmid B$. Let $D = B^2 - 4q$. Then $D \equiv 0, 1 \pmod{4}$ and $-4q < D < 0$. The pair $\{\pi, \bar{\pi}\}$ determines $D$ and vice versa.

Isomorphism classes of polarized Deligne modules with real structure fall into orbits that are identified by certain cohomology classes as described in Proposition D.7 or equivalently by integral conjugacy classes of involutions as described in Proposition D.2. For $n = 1$ there are two involutions (see Lemma B.5) to consider, namely

$$\tau_0 = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \tau_1 = \begin{pmatrix} -1 & 0 \\ 1 & 1 \end{pmatrix}.$$ 

7.3. **Proposition.** Over the finite field $\mathbb{F}_q$, the number of (real isomorphism classes of) principally polarized Deligne modules $(T, F, \lambda, \eta)$ with real structure and rank 2, such that the eigenvalues of $F$ are $\{\pi, \bar{\pi}\}$, which correspond to the cohomology class of the standard involution $\tau_0$ is:

$$\begin{cases} \sigma_0(-D/4) & \text{if } D \equiv 0 \pmod{4} \\ 0 & \text{otherwise} \end{cases}$$
where \( \sigma_0(m) \) denotes the number of positive divisors of \( m > 0 \). The number of isomorphism classes which correspond to the cohomology class of \( \tau_1 \) is:

\[
\begin{cases}
\sigma_0(-D) & \text{if } D \equiv 1 \pmod{4} \\
\sigma_0(-D/4) & \text{if } D \equiv 0 \pmod{4}
\end{cases}
\]

where \( \sigma_0'(m) \) denotes the number of ordered factorizations \( m = uv \) such that \( u, v > 0 \) have the same parity.

**Proof.** According to Proposition 6.2 the isomorphism classes of principally polarized Deligne modules with real structures correspond to \( q \)-inversive pairs \( (\gamma, \eta) \) where the eigenvalues of \( \gamma \in \text{GL}_2(\mathbb{Z}) \) are \( \pi \) and \( \bar{\pi} \). For the involution \( \tau_0 \), the pair \((\gamma, \tau_0)\) is \( q \)-inversive if \( \gamma = \begin{pmatrix} a & b \\ c & a-b \end{pmatrix} \) and \( \det(\gamma) = q \). This implies that \( a = -B/2 \), so \( B \) is even and \( D \equiv 0 \pmod{4} \). Then \( bc = a^2 - q = D/4 \) has a unique solution for every (signed) divisor \( b \) of \( D/4 \). Half of these will be viable (see §3.11) so the number of solutions is equal to the number of positive divisors of \( -D/4 \).

For the involution \( \tau_1 \), the pair \((\gamma, \tau_1)\) is \( q \)-inversive if \( \gamma = \begin{pmatrix} a & b \\ c & a+b \end{pmatrix} \). This implies that \( D = B^2 - 4q = b(b + 4c) \). Let us first consider the case that \( b \) is odd or equivalently, that \( D \equiv 1 \pmod{4} \). For every divisor \( b | D \) we can solve for an integer value of \( c \) so we conclude that the number of viable solutions in this case is equal to \( \sigma_0(-D) \). Next, suppose that \( b \) is even, say, \( b = 2b' \). Then \( D \) is divisible by 4, say, \( D = 4D' \) and \( D' = b'(b' + 2c) \) is an ordered factorization of \( D' \) with factors of the same parity. So in this case the number of viable solutions is \( \sigma_0'(D/4) \). \( \square \)

**7.4.** It follows that the total number of real isomorphism classes over \( \mathbb{F}_q \), \( q = p^m \), corresponding to the trivial cohomology class, is \( N = 2 \sum_{1 \leq a \leq q-1} \sigma_0(q - a^2) \), a number whose asymptotics was determined by Ingham [31] and Hooley [23],

\[
N \sim \begin{cases}
\frac{6}{\pi^2} (\sqrt{q} \log(q))^2 + 3 \log 2 \log q & m \text{ even} \\
\frac{C(p)}{\sqrt{q}} \log q & m \text{ odd}
\end{cases}
\]

**7.5.** For any totally positive imaginary integer \( \alpha \in L = \mathbb{Q}(\pi) \) the bilinear form \( \omega(x, y) = \text{Trace}_{L/\mathbb{Q}}(\alpha xy) \) is symplectic. If \( \Lambda \subset L \) is a lattice then \( \alpha \) may be chosen so that the form \( \omega \) takes integer values on \( \Lambda \). Modifying \( \Lambda \) by a homothety if necessary, it can also be arranged that \( \omega \) is a principal polarization, hence \((\Lambda, \pi, \omega)\) is a principally polarized Deligne module. If complex conjugation on \( L = \mathbb{Q}(\pi) \) preserves \( \Lambda \) then it defines a real structure on this Deligne module.

**7.6. Proposition.** The set of isomorphism classes of \( \Phi_{\pi} \)-positive principally polarized Deligne modules (of rank 2) with real structure and with eigenvalues \( \{\pi, \bar{\pi}\} \) may be identified with the set of homothety classes of lattices \( \Lambda \subset \mathbb{Q}(\pi) \) that are preserved by complex conjugation and by multiplication by \( \pi \).

**Proof.** The most natural proof, which involves considerable checking, provides a map back from lattices \( \Lambda \) to Deligne modules: Deligne’s CM type determines an isomorphism \( \Phi : \mathbb{Q}(\pi) \otimes \mathbb{R} \to \mathbb{C} \). Then realize the elliptic curve \( \mathbb{C}/\Phi(\Lambda) \) as the complex points of the canonical lift of an ordinary elliptic curve over \( \mathbb{F}_q \), whose associated Deligne module is \((\Lambda, \pi)\). Then check that complex conjugation is compatible with these constructions.

A simpler but less illuminating proof is simply to count the number of homothety classes of lattices and to see that this number coincides with the number in Proposition 7.3. \( \square \)
8. \(\mathbb{Q}\)-isogeny classes within a \(\mathbb{Q}\) isogeny class

8.1. Let us fix a \((\Phi_\mathbb{F}_p\text{-positively})\) polarized Deligne module with real structure, \((L_1, \gamma_1, \omega_0, \tau_0)\) where

\[
\gamma_1 = \begin{pmatrix} A_1 & B_1 \\ C_1 & tA_1 \end{pmatrix}
\]

is \(q\)-inversive, \(\omega_0\) is the standard symplectic form, \(\tau_0\) is the standard involution, and \(L_1 \subset \mathbb{Q}^{2n}\) is a lattice preserved by \(\tau_0\), by \(\gamma_1^{-1}\), on which \(\omega_0\) takes integer values, cf. Lemma 6.3. Let \(Z_{GL_n(\mathbb{Q})}(A_1)\) denote the set of elements in \(GL_n(\mathbb{Q})\) that commute with \(A_1\).

8.2. Proposition. The association \(C \mapsto \gamma = \begin{pmatrix} A_1 & B \\ C & tA_1 \end{pmatrix}\), where \(B = (A_1 - qI)C^{-1}\), determines a one to one correspondence between the following sets,

(1) elements \(C \in GL_n(\mathbb{Q})\), one from each \(Z_{GL_n(\mathbb{Q})}(A_1)\)-congruence class of symmetric matrices such that \(tA_1C = CA_1\) and \(\text{sig}(A_1; C) = \text{sig}(A_1; C_1)\).

(2) The set of \(\mathbb{Q}\) isogeny classes of real \((\Phi_\mathbb{F}_p\text{-positively})\) polarized Deligne modules \((T, F, \lambda, \tau)\) within the \(\mathbb{Q}\) isogeny class of \((L_1, \gamma_1, \omega_0, \tau_0)\)

(3) The set of \(GL_n^*(\mathbb{Q})\)-conjugacy classes of elements \(\gamma \in \text{GSp}_{2n}(\mathbb{Q})\) such that \(\gamma, \gamma_1\) are conjugate by some element in \(GL_n^*(\mathbb{R}) \subset \text{Sp}_{2n}(\mathbb{R})\)

(4) the elements of \(\ker(H^1(\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}), I_1) \to H^1(\text{Gal}(\mathbb{C}/\mathbb{R}), I_1))\)

where \(I_1\) denotes the group of self isogenies of \((L_1, \gamma_1, \omega_0, \tau_0)\), that is,

\[
(8.2.1)\quad I_1 = Z_{GL_n^*(\mathbb{Q})}(\gamma_1) \cong Z_{GL_n}(A_1) \cap \text{GO}(C_1)
\]

where

\[
\text{GO}(C_1) = \{ X \in GL_n \mid X C_1 X = \mu C_1 (\exists \mu \neq 0) \}
\]

denotes the general orthogonal group defined by the symmetric matrix \(C_1\).

Proof. To describe the correspondence (1)\(\Rightarrow\)(3), given \(C\) set \(\gamma = \begin{pmatrix} A_1 & B \\ C & tA_1 \end{pmatrix}\) where \(B = (A_1 - qI)C^{-1}\). Since \(\text{sig}(A_1; C) = \text{sig}(A_1; C_1)\), Proposition 5.5 implies that \(\gamma, \gamma_1\) are conjugate by an element of \(\delta(GL_n(\mathbb{R})) \subset GL_n^*(\mathbb{R})\).

Conversely, let \(\gamma = \begin{pmatrix} A & B \\ C & tA \end{pmatrix}\) be \(q\)-inversive and \(GL_n^*(\mathbb{R})\)-conjugate to \(\gamma_1\). Then \(A, A_1\) are conjugate by an element of \(GL_n(\mathbb{R})\) so they are also conjugate by some element \(Y \in GL_n(\mathbb{Q})\). Replacing \(\gamma\) with \(\delta(Y)\gamma\delta(Y)^{-1}\) we may therefore assume that \(A = A_1\). Proposition 5.5 then says that \(\text{sig}(A_1; C) = \text{sig}(A_1; C_1)\). So we have a one to one correspondence (1)\(\leftrightarrow\)(3).

For (2)\(\Rightarrow\)(3), let \((L, \gamma, \omega_0, \tau_0)\) be a \(\Phi_\mathbb{F}_p\text{-positively}\) polarized Deligne module with real structure that is \(\mathbb{Q}\)-isogenous to \((L_1, \gamma_1, \omega_0, \tau_0)\). Then \(\gamma_1, \gamma_2\) are \(\Phi_\mathbb{F}_p\text{-viable}\) so by Proposition 3.12 they are also \(\text{Sp}_{2n}(\mathbb{R})\)-conjugate. Proposition 5.5 says they are \(GL_n^*(\mathbb{R})\)-conjugate. A choice of \(\mathbb{Q}\) isogeny \(\phi: (L, \gamma, \omega_0, \tau_0) \to (L_1, \gamma_1, \omega_0, \tau_0)\) is an element \(X \in \text{GSp}_{2n}(\mathbb{Q})\) such that \(\gamma = X\gamma_1X^{-1}\) and \(\tau_0X\tau_0^{-1} = X\), hence \(X \in GL_n(\mathbb{Q})\). The isogeny \(\phi\) is a \(\mathbb{Q}\)-isogeny if and only if \(X \in GL_n^*(\mathbb{Q})\).

For (3)\(\Rightarrow\)(2), start with the basepoint \((L_1, \gamma_1, \omega_0, \tau_0)\) and choose any element \(\gamma \in \text{GSp}_{2n}(\mathbb{Q})\) that is \(GL_n^*(\mathbb{R})\)-conjugate to \(\gamma_1\). Then

\[
(8.2.2)\quad \gamma = t\gamma_1t^{-1} = h\gamma_1h^{-1}
\]
for some \( t \in \text{GL}_{2n}(\mathbb{Q}) \) and some \( h \in \text{GL}^*_n(\mathbb{R}) \). The set
\[
L' := (tL_1) \cap (\tau_0 tL_1) \subset \mathbb{Q}^{2n}
\]
is a lattice, so there exists an integer \( m \) such that \( \omega_0 \) takes integer values on \( L := mL' \). Then \((L = mL', \gamma, \omega_0, \tau_0)\) is a polarized Deligne module with real structure in the \( \mathbb{Q} \)-isogeny class of \((L_1, \gamma_2, \omega_0, \tau_0)\). The lattice \( L \) is preserved by \( \tau_0 \), by \( \gamma \) and by \( q \gamma^{-1} \) from (8.2.2). The element \( \gamma \) is \( \Phi_q \)-viable by construction so the symplectic form \( \omega_0 \) is a polarization on the Deligne module \((L, \gamma)\).

For \((3) \mapsto (4)\), the set \( H^1(\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}), I_1) \) indexes the \( \text{GL}^*_n(\mathbb{Q}) \)-conjugacy classes of elements \( \gamma \) within the \( \text{GL}^*_n(\mathbb{Q}) \)-conjugacy class of \( \gamma_1 \). Such a class becomes trivial in \( H^1(\text{Gal}(\mathbb{C}/\mathbb{R}), I_1) \) if \( \gamma \) is \( \text{GL}^*_n(\mathbb{R}) \)-conjugate to \( \gamma_1 \). The isomorphism of equation (8.2.1) follows immediately from equation (5.6.2). □

There may be infinitely many \( \mathbb{Q} \)-isogeny classes of polarized Deligne modules with real structure within a given \( \mathbb{Q} \)-isogeny class. However, it follows from Theorem 7.1 that only finitely many of these \( \mathbb{Q} \)-isogeny classes contain principally polarized modules.

8.3. Let \( Z(\gamma_1) \) denote the centralizer of \( \gamma_1 \) in \( \text{GSp}_{2n} \). Removing the real structure from the proof of Proposition 8.2 gives a one to one correspondence between (a) the set of \( \mathbb{Q} \)-isogeny classes of \( \Phi_q \)-positively polarized Deligne modules within the \( \mathbb{Q} \)-isogeny class of \((L_1, \gamma_1, \omega_0)\), (b) the set of \( \text{Sp}_{2n}(\mathbb{Q}) \)-conjugacy classes of elements \( \gamma \in \text{GSp}_{2n}(\mathbb{Q}) \) that are \( \text{Sp}_{2n}(\mathbb{R}) \)-conjugate to \( \gamma_1 \), and (c) elements of
\[
\ker(H^1(\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}), Z(\gamma_1))) \to H^1(\text{Gal}(\mathbb{C}/\mathbb{R}), Z(\gamma_1)).
\]

9. Isomorphism classes within a \( \mathbb{Q} \)-isogeny class

9.1. The category \( \mathcal{P}_N \). In this chapter and in all subsequent chapters we fix \( N \geq 3 \), not divisible by \( p \). Fix \( n \geq 1 \). Throughout this chapter we fix a \( \Phi_q \)-positively polarized Deligne module (over \( \mathbb{F}_q \), of rank \( 2n \)) with real structure, which (by Lemma 6.3) we may assume to be of the form \((T_0, \gamma, \omega_0, \tau_0)\) where \( T_0 \subset \mathbb{Q}^{2n} \) is a lattice, \( \gamma \in \text{GSp}_{2n}(\mathbb{Q}) \) is a semisimple element whose characteristic polynomial is an ordinary Weil \( q \)-polynomial, and where \( \omega_0 \) is the standard symplectic form and \( \tau_0 \) is the standard involution.

Following the method of [36] we consider the category \( \mathcal{P}_N = \mathcal{P}_N(T_0, \gamma, \omega_0, \tau_0) \) (possibly empty) for which an object \((T, F, \omega, \beta, \tau, \phi)\) consists of a \( \Phi_q \)-positive) principally polarized Deligne module \((T, F, \omega, \beta, \tau)\) with real structure \( \tau \) and principal level \( N \) structure \( \beta \) (see §4.1), and where \( \phi : (T, F, \omega, \tau) \to (T_0, \gamma, \omega_0, \tau_0) \) is a \( \mathbb{Q} \)-isogeny of polarized Deligne modules with real structure, meaning that: \( \phi : T \otimes \mathbb{Q} \sim \mathbb{Q}^{2n} \), \( \phi F = \gamma \phi \), \( \phi^*(\omega_0) = c \omega \) for some \( c \in \mathbb{Q}^* \), and \( \phi \tau = \tau_0 \phi \). A morphism \( \psi : (T, F, \omega, \beta, \tau, \phi) \to (T', F', \omega', \beta', \tau', \phi') \) is a group homomorphism \( \psi : T \to T' \) such that \( \phi = \phi' \psi \) (hence \( \psi F = F' \psi \)), \( \omega = \psi^*(\omega') \), \( \beta = \beta' \circ \psi \), and \( \psi \tau = \tau' \psi \).

Let \( X \) denote the set of isomorphism classes in this category. We obtain a natural one to one correspondence between the set of isomorphism classes of principally polarized Deligne modules with level \( N \) structure and real structure within the \( \mathbb{Q} \)-isogeny class of \((T_0, \gamma, \omega_0, \tau_0)\), and the quotient
\[
(9.1.1) \quad I_Q \backslash X
\]
where \( I_Q = I_Q(T_0, \gamma, \omega_0, \tau_0) \) denotes the group of self \( \mathbb{Q} \)-isogenies of \((T_0, \gamma, \omega_0, \tau_0)\).
9.2. Category of lattices. See §1.8 for the notations \( \mathbb{A}^p, \hat{\mathbb{Z}}^p, \hat{K}_N, \hat{K}_0, K_p \). Denote by \( \mathcal{L}_N = \mathcal{L}_N(\mathbb{Q}^{2n}, \gamma, \omega_0, \tau_0) \) the category for which an object is a pair \( (L, \alpha) \) where \( L \subset T_0 \otimes \mathbb{Q} \) is a lattice that is symplectic (up to homothety), is preserved by \( \gamma \), by \( q\gamma^{-1} \) and by \( \tau_0 \), and \( \alpha : L/NL \to (\mathbb{Z}/NZ)^{2n} \) is a compatible level structure, (that is: \( \bar{\tau} P \) determines equivalences of categories \( q\gamma \)).

A morphism \( (L, \alpha) \to (L', \alpha') \) is an inclusion \( L \subset L' \) such that \( \alpha'|(L/NL) = \alpha \). (Since \( L \to L' \) is an inclusion it also commutes with \( \gamma \) and \( \tau_0 \), and it preserves the symplectic form \( \omega_0 \).) In this category every isomorphism class contains a unique object.

9.3. Adèlic lattices. Given \( \gamma \in \text{GSp}_{2n}(\mathbb{Q}) \) as above, let \( \hat{\mathcal{L}}_N = \hat{\mathcal{L}}_N(\mathbb{A}^{2n}_f, \gamma, \omega_0, \tau_0) \) be the category for which an object is a pair \( (\hat{L}, \alpha) \) consisting of a lattice \( \hat{L} \subset \mathbb{A}^{2n}_f \) (cf. Appendix D.3, D.4, D.5) that is symplectic (up to homothety) and is preserved by \( \gamma \), by \( q\gamma^{-1} \) and by \( \tau_0 \), and a compatible level \( N \) structure \( \alpha \), that is:

\[
\begin{align*}
\tau_0 \hat{L} &= \hat{L}, \quad \alpha \tau_0 = \tau_0 \alpha, \\
\gamma \hat{L} &\subset \hat{L}, \quad q\gamma^{-1} \hat{L} \subset \hat{L}, \quad \alpha \circ \gamma = \alpha \\
\hat{L}' &= c\hat{L} \quad \text{and} \quad \alpha_*(c\omega_0) = \overline{\omega_0} \quad (\exists c \in \mathbb{Q}^\times).
\end{align*}
\]

A morphism in \( \hat{\mathcal{L}}_N \) is an inclusion \( \hat{L} \subset \hat{M} \) that is compatible with the level structures. As in [36] we have the following:

9.4. Proposition. The association

\[
(T, F, \omega, \beta, \tau, \phi) \mapsto (L = \phi(T), \alpha = \beta \circ \phi^{-1}) \mapsto (\hat{L} = \prod_v L \otimes \mathbb{Z}_v, \alpha)
\]

determines equivalences of categories \( \mathcal{P}_N \overset{\sim}{\rightarrow} \mathcal{L}_N \overset{\sim}{\rightarrow} \hat{\mathcal{L}}_N \).

Proof. Given \( (T, F, \omega, \beta, \phi) \) let \( L = \phi(T) \) and \( \alpha = \beta \phi^{-1} \). Then \( \gamma L = \phi(\gamma T) = \phi(F T) \subset \phi(T) = L \) and similarly \( q\gamma^{-1} L \subset L \). Since \( \omega \) is a principal polarization we obtain

\[
T = T' = \{ u \in T \otimes \mathbb{Q} \mid \omega(u, v) \in \mathbb{Z} \text{ for all } v \in T \}.
\]

Since \( \phi \) is a \( \mathbb{Q} \)-isogeny with multiplier \( c \in \mathbb{Q}^\times \) we have that \( \omega_0((\phi(x), \phi(y))) = c\omega(x, y) \) for all \( x, y \in T \otimes \mathbb{Q} \) so

\[
L' = \{ u \in L \otimes \mathbb{Q} \mid \omega_0(u, v) \in \mathbb{Z} \text{ for all } v \in L \} = (\phi(T))' = c\phi(T') = c\phi(T) = cL.
\]

This implies that \( c\omega_0 \) is integral valued on \( L \) and hence

\[
\alpha_*(c\omega_0) = \beta_*\phi^*(c\omega_0) = \beta_*(\omega) = \overline{\omega_0}.
\]

Hence the pair \( (L, \alpha) \) is an object in \( \mathcal{L}_N(\mathbb{Q}^{2n}, \gamma, \omega_0, \tau_0) \). If \( \psi : (T, F, \omega, \phi) \to (T', F', \omega', \phi') \) is a morphism in \( \mathcal{P}_N(T_0, \gamma, \omega_0, \tau_0) \) then \( \psi(T) \subset T' \) so \( L = \phi(T) \subset L' = \phi(T') \) is a morphism in \( \mathcal{L}_N(\mathbb{Q}^{2n}, \gamma, \omega_0, \tau_0) \).
Conversely, given an object \((L, \alpha)\) in \(\mathcal{L}_N\), that is, a lattice \(L \subset \mathbb{Q}^{2n}\) preserved by \(\gamma\) and \(q\gamma^{-1}\) such that \(L^\vee = cL\), and a principal level structure \(\alpha : L/\mathbb{N}L \to (\mathbb{Z}/N\mathbb{Z})^{2n}\) such that \(\alpha_s(c\omega_0) = \overline{\omega}_0\), we obtain an object in \(\mathcal{P}_N\),
\[
(T = L, \ F = \gamma|L, \ \omega = \omega_0, \ \beta = \alpha, \ \phi = id)
\]
such that \(T^\vee = \frac{1}{c}L^\vee = L = T\) and such that \(\beta_s(\omega) = \alpha_s(c\omega_0) = \overline{\omega}_0\). It follows that \(\mathcal{P}_N \to \mathcal{L}_N\) is an equivalence of categories. Finally, \(\mathcal{L}_N \to \tilde{\mathcal{L}}_N\) is an equivalence of categories by Lemma D.5.

9.5. Lattices at \(p\). Let \(\gamma \in \text{GSp}_{2n}(\mathbb{Q})\) be a semisimple element whose characteristic polynomial is an ordinary Weil \(q\)-polynomial. It induces a decomposition \(\mathbb{Q}_p^{2n} \cong W' \oplus W''\) that is preserved by \(\gamma\) but exchanged by \(\tau_0\), where the eigenvalues of \(\gamma|W'\) are \(p\)-adic units and the eigenvalues of \(\gamma|W''\) are non-units ([10]§7). Define
\[
\alpha_q = \alpha_{\gamma q} = I' \oplus qI''
\]
to be the identity on \(W'\) and multiplication by \(q\) on \(W''\). The following lemma, which is implicit in [36] will be used in Proposition 9.8 to count the number of lattices in \(\tilde{\mathcal{L}}_N\).

9.6. Lemma. Let \(\gamma \in \text{GSp}_{2n}(\mathbb{Q})\) be a semisimple element with multiplier equal to \(q\). Let \(L_{0,p} = \mathbb{Z}_p^{2n}\) be the standard lattice in \(\mathbb{Q}_p^{2n}\). Let \(g \in \text{GSp}_{2n}(\mathbb{Q}_p)\) and let \(c\) denote its multiplier. Let \(L_p = g(L_{0,p})\). Then \(L_p^{\vee} = c^{-1}L_p\) and the following statements are equivalent:

(a) The lattice \(L_p\) is preserved by \(\gamma\) and by \(q\gamma^{-1}\).
(b) The lattice \(L_p\) satisfies \(qL_p \subset \gamma L_p \subset L_p\).
(c) \(g^{-1}\gamma g \in K_p A_q K_p\)

where \(K_p = \text{GSp}_{2n}(\mathbb{Z}_p)\) and \(A_q = \left( \begin{smallmatrix} 1 & 0 \\ 0 & q \end{smallmatrix} \right)\). If the characteristic polynomial of \(\gamma\) is an ordinary Weil \(q\)-polynomial then conditions (a), (b), (c) above are also equivalent to:

(d) \(g^{-1} \alpha_q^{-1} \gamma g \in K_p\)

Proof. Clearly (a) and (b) are equivalent, and also to: \(qL_p \subset q\gamma^{-1} L_p \subset L_p\). Hence
\[
(b') \ L_p/\gamma L_p \cong \gamma^{-1} L_p/L_p \subset L_p/\mathbb{N}L_p \cong (\mathbb{Z}/q\mathbb{Z})^{2n}.
\]
We now show that (b) \(\implies\) (c). Since \(\det(\gamma)^2 = q^{2n}\) we know that \(|\det(\gamma)| = |L_p/\gamma L_p| = q^n\).
Condition (b) implies that \(L_p/\gamma L_p\) consists of elements that are killed by multiplication by \(q\). Condition (b') implies that \(L_p/\gamma L_p\) is free over \(\mathbb{Z}/q\mathbb{Z}\). Therefore
\[
(9.6.1) \ L_{0,p}/(g^{-1}\gamma g)L_{0,p} \cong L_p/\gamma L_p \cong (\mathbb{Z}/q\mathbb{Z})^n.
\]
By the theory of Smith normal form for the symplectic group (see [57] or [3] Lemma 3.3.6) we may write \(g^{-1} \gamma g = uDv\) where \(u, v \in K_p\) and \(D = \text{diag}(p^{r_1}, p^{r_2}, \ldots, p^{r_{2n}})\) where \(r_1 \leq r_2 \leq \cdots \leq r_{2n}\). This, together with equation (9.6.1) implies that \(r_1 = \cdots = r_n = 0\) and \(r_{n+1} = \cdots = r_{2n} = a\), that is, \(D = A_q\). This proves that (b) implies (c).

Now let us show that (c) implies (a). Since \(K_p A_q K_p \subset M_{2n \times 2n}(\mathbb{Z}_p)\), condition (c) implies that \(\gamma gL_{0,p} \subset gL_{0,p}\). Taking the inverse of condition (c) and multiplying by \(q\) gives
\[
qq^{-1} \gamma^{-1} g \in K_p A_q^{-1} K_p \subset M_{2n \times 2n}(\mathbb{Z}_p)
\]
which implies that \(q\gamma^{-1} L_p \subset L_p\).
Finally, if the characteristic polynomial of $\gamma$ is an ordinary Weil $q$-polynomial then (by [10]) the lattice $L_p$ decomposes into $\gamma$-invariant sublattices, $L_p = L'_p \oplus L''_p$ such that $\gamma|L'_p$ is invertible and $\gamma|L''_p$ is divisible by $q$, or $\gamma L'_p = L'_p$ and $\gamma L''_p \subset q L''_p$ which, in light of (d) implies that $\gamma L''_p = q L''_p$. In summary, $\alpha q^{-1} \gamma L_p = L_p$, which is equivalent to (d).

9.7. Counting real lattices. As explained in §9.1 we wish to count the number of isomorphism classes of $(\Phi_p$-positive) principally polarized Deligne modules with level $N$ structure and with real structure that are $\mathbb{Q}$-isogenous to the polarized Deligne module $(T_0, \gamma, \omega_0, \tau_0)$ that was fixed in §9.1. By equation (9.1.1) and Proposition 9.4 this number is

$$|S(\mathbb{Q}) \backslash X|$$

where $X$ denotes the set of objects $(\hat{L}, \alpha)$ in the category $\tilde{\mathbb{L}}_N(\mathbb{A}_f^{2n}, \gamma, \omega_0, \tau_0)$ of §9.3 and where $S(\mathbb{Q})$ denotes the group of (involution preserving) $\mathbb{Q}$-self isogenies of $(T_0, \gamma, \omega_0, \tau_0)$. It may be identified with the centralizer,

$$S_{\gamma}(\mathbb{Q}) = \{x \in \text{GL}_n^*(\mathbb{Q}) \mid \gamma x = x \gamma\}.$$

(Note that $\gamma \notin \text{GL}_n^*(\mathbb{Q})$.) Following Proposition D.7 the $\text{GL}_n^*(\mathbb{A}_f)$-orbit containing a given object $(\hat{L}, \alpha)$ is determined by its cohomology class $[\hat{L}, \alpha] \in H^1(\mathbb{Z}/N\mathbb{Z})^{2n}$ of equation (D.7.1). For simplicity, for the moment we assume that $N$ is even: this implies that the contributions from different cohomology classes are independent of the cohomology class, as explained in the following paragraph.

Fix such a class $[t] \in H^1$, corresponding to some element $t \in \hat{K}_N^0$ with $t \tilde{1} = 1$. Let

$$X_{[t]} = \{(\hat{L}, \alpha) \in X \mid [(\hat{L}, \alpha)] = [t] \in H^1\}$$

denote the set of objects $(\hat{L}, \alpha)$ whose associated cohomology class is $[t]$. We wish to count the number of elements in the set $S_{\gamma}(\mathbb{Q}) \backslash X_{[t]}$. Since $N$ is even, the cohomology class $[t]$ vanishes in the cohomology of $\text{Sp}_{2n}(\hat{\mathbb{Z}})$, by Proposition D.9. This means that $t = g^{-1}\tilde{\gamma}$ for some $g \in \text{Sp}_{2n}(\hat{\mathbb{Z}})$.

Let $\hat{L}_0 = \hat{\mathbb{Z}}^{2n}$ and $\alpha_0 : \hat{L}/\hat{N}\hat{L} \to (\mathbb{Z}/N\mathbb{Z})^{2n}$ denote the standard lattice and the standard level $N$ structure. Then $(g\hat{L}_0, \alpha_0 \circ g^{-1}) \in \mathcal{R}_N$ is a lattice with real structure and level $N$ structure, whose cohomology class equals $[t] \in H^1$. Its isotropy group under the action of $\text{GL}_n^*(\mathbb{A}_f)$ is the principal congruence subgroup

$$\hat{\Gamma}_N = \text{GL}_n^*(\mathbb{A}_f) \cap g\hat{K}_N g^{-1} = \text{GL}_n^*(\mathbb{A}_f) \cap \hat{K}_N$$

(since $\hat{K}_N$ is a normal subgroup of $\text{Sp}_{2n}(\hat{\mathbb{Z}})$) and is independent of the class $[t]$. Hence

$$X_{[t]} \cong \hat{\Gamma}_N \backslash \text{GL}_n^*(\mathbb{A}_f)$$

is a finite-adèlic analog of the space $X_\mathbb{C}$ described in §1.1. Choose the Haar measure on $\text{GL}_n^*(\mathbb{A}_f)$ that gives measure one to the group $\hat{\Gamma}_N$.

With $\hat{K}_N = \hat{K}_N^p K_p$ (cf. §1.8), define $\chi^p$ to be the characteristic function on $\text{GSp}_{2n}(\mathbb{A}_f^p)$ of $\hat{\Gamma}_N^p$ and define $\chi_p$ to be the characteristic function on $\text{GSp}_{2n}(\mathbb{Q}_p)$ of $K_p$. Let $H = \text{GL}_n^*$.

9.8. Proposition. Suppose that $N \geq 3$ is even and $p \nmid N$. Then

$$|S_{\gamma}(\mathbb{Q}) \backslash X_{[t]}| = \text{vol}(S_{\gamma}(\mathbb{Q}) \backslash S_{\gamma}(\mathbb{A}_f)) \cdot I_p^\gamma \cdot I_{\gamma,p}.$$
where

(9.8.1) \[ I^p_\gamma = \int_{S_\gamma(A^p_f) \setminus H(A^p_f)} \chi^p(x^{-1} \gamma x) dx \]

and

\[ I_{\gamma, p} = \int_{S_\gamma(Q_p) \setminus H(Q_p)} \chi_p(x^{-1} \alpha_{q}^{-1} \gamma x) dx. \]

Here, \( \alpha_q = \alpha_{\gamma,q} \) is defined in equation (9.5.1).

Proof. By Proposition D.7 each \( (\tilde{L}, \alpha) \in X_\gamma \) has the form \( x g \tilde{L}_0, \alpha_0 \) for some

\[ x = (x^p, x_p) \in \text{GL}^*_n(A^p_f) \times \text{GL}^*_n(Q_p) = \text{GL}^*_n(A_f) \]

where \( t = g^{-1} \tilde{g} \) as above, with \( g \in \text{Sp}_{2n}(\mathbb{Z}) \). Write \( \tilde{L} = L^p \times L_p \) for its component away from \( p \) and component at \( p \) respectively and similarly for \( g = g^p g_p \). The conditions (9.3.1) give \( \gamma x^p g^p L_0^p = x^p g^p L_0^p \). Hence

\[ (g^p)^{-1}(x^p)^{-1} \gamma x^p g^p \in \tilde{K}_N^p \]

which is normal in \( K^p \) so equivalently, \( \chi^p((x^p)^{-1} \gamma x^p) = 1 \). Similarly, by Lemma 9.6,

\[ g_p^{-1} x_p^{-1} \alpha^{-1}_q \gamma x_p g_p \in K_p \quad \text{or} \quad \chi_p(x_p^{-1} \alpha^{-1}_q \gamma x_p) = 1. \]

In this way we have identified \( \tilde{X}_\gamma \) with the product \( X^p_\gamma \times X_p \) where

\[ X^p_\gamma = \left\{ x \in \text{GL}^*_n(A^p_f)/\tilde{\Gamma}_N^p \mid x^{-1} \gamma x \in \tilde{K}_N^p \right\} \]

\[ X_p = \left\{ x \in \text{GL}^*_n(Q_p)/\text{GL}^*_n(\mathbb{Z}_p) \mid x^{-1} \alpha^{-1}_q \gamma x \in K_p \right\}. \]

In summary,

\[ |S_\gamma(Q) \setminus X_\gamma| = \int_{S_\gamma(Q) \setminus \text{GL}^*_n(A_f)} \chi^p(x^{-1} \gamma x) \chi_p(x^{-1} \alpha_{q}^{-1} \gamma x) dx \]

\[ = \text{vol}(S_\gamma(Q) \setminus \tau(A_f)) \cdot I^p_\gamma \cdot I_{\gamma, p}. \]

\[ \square \]

9.9. If \( N \) is odd (with \( N \geq 3 \) and \( p \nmid N \)) then the formula must be modified slightly. The pairs \( (\tilde{L}, \alpha) \) appear in \( \text{GL}^*_n(A_f) \)-orbits, \( X_\gamma \), corresponding to cohomology classes \([t] \in H^1(\langle \tau_0 \rangle, \tilde{K}_N^p)\) as before. However the class \([t]\) vanishes in \( H^1(\langle \tau_0 \rangle, \text{Sp}_{2n}(A_f)) \) (rather than in \( H^1(\langle \tau_0 \rangle, \text{Sp}_{2n}(\mathbb{Z})) \)). Then \( t = g^{-1} \tilde{g} \) for some \( g \in \text{Sp}_{2n}(A_f) \) so the orbit \( X_\gamma \) is isomorphic to \( \tilde{J}_\gamma \setminus \text{GL}^*_n(A_f) \) where \( \tilde{J}_\gamma = \text{GL}^*_n(A_f) \cap g \tilde{K}_N g^{-1} \). Haar measure on \( \text{GL}^*_n(A_f) \) should be chosen to give measure one to the set \( \tilde{J}_\gamma \), and the function \( \chi^p \) in equation (9.8.1) should be replaced by the characteristic function \( [t] \chi^p \) on \( \text{GSp}_{2n}(A^p_f) \) of the set \( g \tilde{K}_N g^{-1} \).
9.10. Kottwitz integral. If we drop the involutions and real structures in the preceding sections then the same procedure as Proposition 9.4 identifies the number of isomorphisms classes of $\Phi_\varepsilon$-positive principally polarized Deligne modules with level $N$ structure ($N \geq 3$ and $p \nmid N$) that are $\mathbb{Q}$-isogenous to $(T_0, \gamma, \omega_0)$ with the set $Z_\gamma(\mathbb{Q}) \setminus Y$ where $Y$ denotes the set of pairs $(\hat{L}, \alpha)$ consisting of a lattice $\hat{L} \subset \mathbb{A}^{2n}_f$, symplectic up to homothety and preserved by $\gamma$ and by $q \gamma^{-1}$, and a level $N$ structure $\alpha$. As in [36] this gives:

$$|Z_\gamma(\mathbb{Q}) \setminus Y| = \text{vol}(Z_\gamma(\mathbb{Q}) \setminus Z_\gamma(\mathbb{A}_f)) \cdot \mathcal{O}_\gamma \cdot \mathcal{O}_{\gamma,p}$$

where

$$(9.10.1) \quad \mathcal{O}_\gamma = \int_{Z_\gamma(\mathbb{A}^p_f) \setminus G(\mathbb{A}^p_f)} f_p(g^{-1} \gamma g) dg$$

and

$$(9.10.2) \quad \mathcal{O}_{\gamma,p} = \int_{Z_\gamma(\mathbb{Q}_p) \setminus G(\mathbb{Q}_p)} f_p(g^{-1} \gamma g) dg = \int_{Z_\gamma(\mathbb{Q}_p) \setminus G(\mathbb{Q}_p)} \chi_p(g^{-1} \alpha_q^{-1} \gamma g) dg$$

where $f_p$ is the characteristic function on $G(\mathbb{A}^p_f)$ of $\hat{K}_p^N$, and $f_p$ is the characteristic function on $G(\mathbb{Q}_p)$ of $K_p \big( I_0 \big) K_p$, see Lemma 9.6 and §9.10.

10. The counting formula

10.1. Fix a finite field $k = \mathbb{F}_q$ with $q$ elements, and characteristic $p > 0$. Let $N \geq 3$ be a positive integer relatively prime to $p$. The theorem of R. Kottwitz ([36, 37]) specializes to:

10.2. Theorem. [36, 37] The number $A(q)$ of principally polarized ordinary Abelian varieties with principal level $N$ structure, over the field $k = \mathbb{F}_q$, is finite and is equal to

$$(10.2.1) \quad \sum_{\gamma_0} \sum_{\gamma \in \mathcal{C}(\gamma_0)} \text{vol}(Z_\gamma(\mathbb{Q}) \setminus Z_\gamma(\mathbb{A}_f)) \cdot \mathcal{O}_\gamma \cdot \mathcal{O}_{\gamma,p}$$

where $\mathcal{O}_\gamma$, $\mathcal{O}_{\gamma,p}$ are defined in (9.10.1), (9.10.2).

10.3. Explanation and proof. Rather than start with the general formula of [36] and figure out what it says in the case of ordinary Abelian varieties, we will follow the proof in [36], but apply it to Deligne modules; see also [1, 7]. As discussed in the Introduction the result differs from the formula in [36] in two ways: (1) the invariant $\alpha(\gamma_0; \gamma, \delta)$ does not appear in our formula and (2) the twisted orbital integral in [36] (at $p$) is replaced by an ordinary orbital integral.

Recall Deligne’s embedding $\varepsilon : W(\overline{k}) \rightarrow \mathbb{C}$. It determines a CM type $\Phi_\varepsilon$ on the CM algebra $\mathbb{Q}[F]$ for every Deligne module $(T, F)$. As described in §3 Deligne constructs an equivalence of categories between the category of $\Phi_\varepsilon$-positively polarized Deligne modules and the category of polarized ordinary Abelian varieties over $k$, so we may count Deligne modules (that are $\Phi_\varepsilon$-positively polarized) rather than Abelian varieties.

The proof of equation (10.2.1) now follows five remarkable pages (pp. 203-207) in [36]. Roughly speaking the first sum indexes the $\mathbb{Q}$-isogeny classes, the second sum indexes the $\mathbb{Q}$-isogeny classes within a given $\mathbb{Q}$-isogeny class, and the orbital integrals count the number of isomorphism classes within a given $\mathbb{Q}$-isogeny class.
10.4. The first sum is over rational representatives $\gamma_0 \in \text{GSp}_{2n}(\mathbb{Q})$, one from each $\text{GSp}_{2n}(\mathbb{Q})$-conjugacy class of semisimple elements such that the characteristic polynomial of $\gamma_0$ is an ordinary Weil $q$-polynomial (see Appendix A). Let $\mathcal{C} \subset \text{GSp}_{2n}(\mathbb{Q})$ denote the $\text{GSp}_{2n}(\mathbb{Q})$-conjugacy class of $\gamma_0$ within $\text{GSp}_{2n}(\mathbb{Q})$. The first sum could equally well be considered as a sum over such conjugacy classes.

By Proposition 3.12, the set $\mathcal{C} \subset \text{GSp}_{2n}(\mathbb{Q})$ contains elements that are viable with respect to the CM type $\Phi_\varepsilon$ (cf. §3.11), and the set of such $\Phi_\varepsilon$-viable elements constitute the intersection of $\mathcal{C}$ with a unique $\text{Sp}_{2n}(\mathbb{R})$ conjugacy class. Therefore we may (and do) choose the representative $\gamma_0 \in \mathcal{C}$ to be $\Phi_\varepsilon$-viable.

By Proposition 6.2, the choice of conjugacy class $\mathcal{C}$ corresponds to a $\overline{\mathbb{Q}}$-isogeny classes of polarized Deligne modules. In fact, according to Lemma 6.3, since $\gamma_0 \in \mathcal{C}$ is $\Phi_\varepsilon$-viable, there exists a polarized Deligne module of the form $(L_1, \gamma_0, \omega_0)$ where $L_1 \subset \mathbb{Q}^{2n}$ is a lattice such that

(a) $L_1$ is preserved by $\gamma_0$ and by $q\gamma_0^{-1}$ and
(b) the standard symplectic form $\omega_0$ takes integral values on $L_1$.

The next step is to decompose the set of $\Phi_\varepsilon$-viable elements in $\mathcal{C}$ into $\text{GSp}_{2n}(\mathbb{Q})$ conjugacy classes. Thus, the second sum is over representatives $\gamma \in \text{GSp}_{2n}(\mathbb{Q})$, one from each $\text{GSp}_{2n}(\mathbb{Q})$-conjugacy class of elements such that

(1) $\gamma, \gamma_0$ are $\text{GSp}_{2n}(\overline{\mathbb{Q}})$-conjugate (i.e., $\gamma \in \mathcal{C}$) and
(2) $\gamma, \gamma_0$ are $\text{Sp}_{2n}(\mathbb{R})$-conjugate (i.e., $\gamma$ is $\Phi_\varepsilon$-viable).

Fix such an element $\gamma$. As explained in §8.3 (and Proposition 8.2) this choice of $\gamma$ for the second sum corresponds to the choice of a $\mathbb{Q}$-isogeny class of $\Phi_\varepsilon$-positively polarized Deligne modules within the $\overline{\mathbb{Q}}$-isogeny class of $(L_1, \gamma_0, \omega_0)$. The chosen element $\gamma$ arises from some (not necessarily principally) $\Phi_\varepsilon$-positively polarized Deligne module, say, $(T_0, \gamma, \omega_0)$ where $T_0 \subset \mathbb{Q}^{2n}$ is a lattice that also satisfies (a) and (b) above.

The set of isomorphism classes of $\Phi_\varepsilon$-positive principally polarized Deligne modules within the $\mathbb{Q}$-isogeny class of $(T_0, \gamma, \omega_0)$ is identified, using Proposition 9.4 (cf. §9.10), with the quotient $Z_{\gamma}(\mathbb{Q}) \backslash Y$, where $Z_{\gamma}(\mathbb{Q})$ is the centralizer of $\gamma$ in $\text{GSp}_{2n}(\mathbb{Q})$ and where $Y$ denotes the set of pairs $(\widehat{L}, \alpha)$ consisting of a lattice $\widehat{L} \subset \mathbb{A}_f^{2n}$ and a level $N$ structure $\alpha$, satisfying (9.3.1) and (9.3.2), that is, $\widehat{L}$ is a lattice that is symplectic up to homothety (see §D.4) and is preserved by $\gamma$ and by $q\gamma^{-1}$, and the level structure is compatible with $\gamma$ and with the symplectic structure. Decomposing the lattice $\widehat{L}$ into its adelic components gives a product decomposition $Y \cong Y_p \times Y_f$ as described in Proposition 9.8 and §9.10. This in turn leads to the product of orbital integrals in equation (10.2.1).

Although the second sum in (10.2.1) may have infinitely many terms, only finitely many of the orbital integrals are non-zero. This is a consequence of Theorem 7.1, or of the more general result in [35] Prop. 8.2. This completes the proof of Theorem 10.2.

10.5. Counting real structures. Let $\tau_0$ be the standard involution on $\mathbb{Q}^n \oplus \mathbb{Q}^n$ (see Appendix B). For $g \in \text{GSp}_{2n}$ let $\bar{g} = \tau_0 g \tau_0^{-1}$. Define $H = \text{GL}_n^* \cong \text{GL}_1 \times \text{GL}_n$ to be the fixed point subgroup of this action, as in §5.4. If $\gamma \in \text{GSp}_{2n}$ denote its $H$-centralizer by

$$S_\gamma = \{ x \in \text{GL}_n^* \mid x\gamma = \gamma x \}.$$
Assume the level $N \geq 3$ is even (cf. §9.9) and not divisible by $p$. Let $\chi^p$ denote the characteristic function of $\overline{R}^p_N$ and let $\chi_p$ denote the characteristic function of $K_p = \text{GSp}_{2n}(\mathbb{Z}_p)$.

10.6. Theorem. The number of isomorphism classes of principally polarized ordinary Abelian varieties with real structure is finite and is equal to:

\[
\sum_{A_0} \sum_{C} \frac{\text{vol}(S_\gamma(Q) \setminus S_\gamma(A_f))}{H(A_f)} \int_{S_\gamma(A_f) \setminus H(A_f)} \chi^p(x^{-1} \gamma x) \chi_p(x^{-1} \alpha_q^{-1} \gamma x) dx.
\]

10.7. Explanation and proof. As in Theorem 10.2 the first sum indexes the $\mathbb{Q}$-isogeny classes, the second sum indexes $\mathbb{Q}$-isogeny classes within a given $\mathbb{Q}$-isogeny class, and the orbital integrals count the number of isomorphism classes within a $\mathbb{Q}$-isogeny class.

The first sum is over representatives, one from each $\text{GL}_n(\mathbb{Q})$-conjugacy class (which is the same as the $\text{GL}_n(\mathbb{Q})$ conjugacy class) of semisimple elements $A_0 \in \text{GL}_n(Q)$ whose characteristic polynomial $h(x) = b_0 + b_1 x + \cdots + x^n \in \mathbb{Z}[x]$ satisfies (see Appendix A)

(1) $b_0 \neq 0$ and $p \nmid b_0$

(2) the roots $\beta_1, \beta_2, \cdots, \beta_n$ of $h$ are totally real and $|\beta_i| < \sqrt{q}$ for $1 \leq i \leq n$.

By Proposition 6.2 the terms in this sum correspond to $\mathbb{Q}$-isogeny classes of $\Phi_\varepsilon$-positively polarized Deligne modules with real structure.

Fix such an element $A_0 \in \text{GL}_n(Q)$. By Proposition 5.8 there exist $C_0$ so that the element $\gamma_0 = \left( \begin{array}{cc} A_0 & B_0 \\ C_0 & \alpha_{A_0} \end{array} \right) \in \text{GSp}_{2n}(\mathbb{Q})$

(\text{where } B_0 = (qI - A_0^2)C_0^{-1} \text{ is } q\text{-inversive (§5) and viable (§3.11) with respect to the CM type } \Phi_\varepsilon. \text{ Viability corresponds to an appropriate choice of signature } \text{sig}(A_0; C_0), \text{ cf. §5.8.})$\text{ Then } \gamma_0 \text{ corresponds to some } \Phi_\varepsilon\text{-positively polarized Deligne module with real structure which (by Lemma 6.3) may be taken to be of the form } (L_1, \gamma_0, \omega_0, \tau_0) \text{ where } L_1 \subset Q^{2n} \text{ is a lattice that is preserved by } \tau_0 \text{ and by } \gamma_0 \text{ and } q\gamma_0^{-1}.

The second sum in (10.6.1) is over representatives $C \in \text{GL}_n(Q)$, one from each $\text{Z}_{\text{GL}_n(Q)}(A_0)$-congruence class (§5.4) of matrices such that

1. $C$ is symmetric and nonsingular
2. $A_0 C = C A_0$
3. $\text{sig}(A_0; C) = \text{sig}(A_0; C_0)$ (cf. §5.4).

According to Proposition 8.2, the elements in this sum correspond to $\mathbb{Q}$-isogeny classes of $\Phi_\varepsilon$-positively polarized Deligne modules with real structure that are in the same $\mathbb{Q}$-isogeny class as $(L_1, \gamma_0, \omega_0, \tau_0)$. Let us fix such an element $C$ and let $\gamma = \left( \begin{array}{cc} A_0 & B \\ C & \alpha_A \end{array} \right)$ be the corresponding element from Proposition 8.2 (where $B = (A_0^2 - qI)C^{-1}$). Then $\gamma$ is $q$-inversive and viable and it corresponds to some $\Phi_\varepsilon$-positively polarized Deligne module with real structure, say $(T_0, \gamma, \omega_0, \tau_0)$ which we will use as a “basepoint” in the $\mathbb{Q}$-isogeny class determined by $A_0, B$.

(In fact, the first two sums may be replaced by a single sum over $\text{GL}_n(Q)$-conjugacy classes of semisimple elements $\gamma \in \text{GSp}_{2n}(\mathbb{Q})$ that are $q$-inversive, whose characteristic polynomial is an ordinary Weil $q$-polynomial, and that are $\Phi_\varepsilon$-viable.)

According to Proposition 9.4 the isomorphism classes of $\Phi_\varepsilon$-positive principally polarized Deligne modules with real structure and level $N$ structure that are $\mathbb{Q}$-isogenous to $(T_0, \gamma, \omega_0, \tau_0)$ correspond
to isomorphism classes of pairs \((\hat{L}, \alpha)\) (consisting of a lattice \(\hat{L} \subset \mathbb{A}^{2n}\) and a level structure) that satisfy (9.3.0), (9.3.1) and (9.3.2). In Proposition D.7 these lattices are divided into cohomology classes \([t] \in \hat{H} = H^1(\tau_0, \hat{K}_0^n)\). Each cohomology class provides the same contribution, which accounts for the factor of \(|\hat{H}|\). The number of isomorphism classes of pairs \((\hat{L}, \alpha)\) corresponding to each cohomology class is proven, in Proposition 9.8, to equal the value of the orbital integral in equation (10.6.1). This completes the proof of equation (10.6.1).

The second sum in equation (10.6.1) (that is, the sum over \(C\)) may have infinitely many terms. However it follows from Theorem 7.1 that only finitely many of those terms give a non-zero contribution to the sum. This completes the proof of equation (10.6.1).

## 11. Totally real lattice modules

11.1. Suppose \((T, F, \tau)\) is a Deligne module of rank \(2n\) over \(\mathbb{F}_q\) with a real structure. The fixed point set or “real sublattice” \(L = T^\tau\) has an interesting endomorphism\(^{10}\) \(A = (F + V)|L\), in which case the characteristic polynomial of \(A\) is \(\hat{h}(2x)\) where \(\hat{h}(x)\) is the real counterpart to the characteristic polynomial of \(F\), cf. §5.1. Although it is not required for the rest of this paper it is interesting to examine these structures in more detail.

If \(\alpha : T/NT \to (\mathbb{Z}/N\mathbb{Z})^{2n}\) is a level \(N\) structure that is compatible with \(\tau\) then its restriction to the fixed point set \(\beta : L/NL \to (\mathbb{Z}/N\mathbb{Z})^n\) is a level \(N\) structure on \((L, A)\). Thus, the category of Deligne modules (resp. with level \(N\) structure) fibers over a “totally real” category of lattices and endomorphisms (resp. with level \(N\) structure):

11.2. Definition. A totally real lattice module (of rank \(n\) and Norm \(q\)) is a pair \((L, A)\) where \(L\) is a free Abelian group of rank \(n\) and \(A : L \to L\) is a semisimple endomorphism whose eigenvalues \(\alpha\) are totally real algebraic integers with \(|\rho(\alpha)| \leq \sqrt{q}\) for every embedding \(\rho : \mathbb{Q}[\alpha] \to \mathbb{R}\). The module \((L, A)\) is ordinary if \(|\rho(\alpha)| < \sqrt{q}\) (for all eigenvalues \(\alpha\) and all embeddings \(\rho\)) and \(\det(A)\) is not divisible by \(p\) (cf. Proposition A.3). A level \(N\) structure on \((L, A)\) is an isomorphism \(\beta : L/NL \to (\mathbb{Z}/N\mathbb{Z})^n\) such that \(\beta \circ \overline{A} = \beta\) where \(\overline{A} = A \pmod{N}\). A polarization (resp. principal polarization) of \((L, A)\) is a symmetric bilinear form \(R : L \times L \to \mathbb{Z}\) that is nonsingular over \(\mathbb{Q}\) (resp. over \(\mathbb{Z}\)) such that \(\mathbb{Q}[A]\) acts as an algebra of self adjoint operators on \(L \otimes \mathbb{Q}\).

If \(h(x)\) is the characteristic polynomial of an ordinary totally real lattice module then \(h(2x)\) is an ordinary real Weil \(q\)-polynomial (cf. Appendix A).

11.3. Proposition. The association \((T, F, \tau) \mapsto (L = T^\tau, A = F + V)\) defines a functor from the category of Deligne modules with real structure to the category of ordinary totally real lattice modules. It becomes an equivalence on the corresponding categories up to \(\mathbb{Q}\)-isogeny.

Proof. In both cases the \(\mathbb{Q}\)-isogeny class is determined by the characteristic polynomial of \(A\) (cf. Proposition 6.2 below), so the result follows from Proposition A.3. \(\square\)

(Similarly, if \((T, F, \omega, \tau)\) is a \(\Phi_c\)-positively polarized Deligne module with real structure then a choice of totally positive imaginary algebraic integer \(t \in \mathbb{Q}[F]\) determines a positive definite endomorphism \(A = (F + V)|L\) such that \(\hat{h}(2t)\) is the characteristic polynomial of \(A\).)
symmetric bilinear form \( R(x, y) = \omega(x, ty) \) that takes integer values on \( L = T^r \) such that \( \mathbb{Q}[A] \) acts as an algebra of self adjoint operators on \( L \otimes \mathbb{Q} \), thereby determining a polarized totally real lattice module \( (L = T^r, A = F + V, R(x, y)) \). However this procedure does not give an equivalence between the category of polarized Deligne modules and the category of polarized totally real lattice modules.)

11.4. Let \( q = p^r \) and fix \( n \geq 1 \). Let \( A \in \text{GL}_n(\mathbb{Q}) \) be a semisimple endomorphism whose determinant \( \det(A) \) is not divisible by \( p \), whose characteristic polynomial is integral, with roots \( \alpha \) that are totally real such that \( |\rho(\alpha)| < \sqrt{q} \) for every embedding \( \rho : \mathbb{Q}[\alpha] \to \mathbb{R} \). Fix \( N \geq 3 \) not divisible by \( p \). Let \( f \) be the characteristic function of the principal congruence subgroup of level \( N \) in \( \text{GL}_n(\mathbb{A}_f) \). Using arguments that are similar (but simpler) than those in \( \S 10 \), we find that the number of isomorphism classes of (ordinary) totally real lattice modules of rank \( n \), Norm \( q \) and level \( N \) within the \( \mathbb{Q} \)-isogeny class determined by \( A \) is equal to the orbital integral
\[
\int_{Z_A(\mathbb{A}_f) \backslash \text{GL}_n(\mathbb{A}_f)} f(x^{-1}Ax) dx.
\]

12. Further questions

12.1. We do not know whether the count of the number of “real” polarized Deligne modules has a rational zeta-function interpretation.

12.2. We do not know of a scheme-theoretic interpretation of anti-holomorphic involution that applies to Abelian varieties, rather than to Deligne modules. Consequently we do not know whether the notion of an anti-holomorphic involution makes sense for general Abelian varieties over \( \mathbb{F}_q \). It would even be interesting to understand the case of supersingular elliptic curves.

12.3. In \([17]\) the authors showed that certain arithmetic hyperbolic 3-manifolds (and more generally, certain arithmetic quotients of quaternionic Siegel space) can be viewed as parametrizing Abelian varieties with anti-holomorphic multiplication by the integers \( \mathcal{O}_d \) in a quadratic imaginary number field. It should be possible to mimic these constructions using Deligne modules. Define an anti-holomorphic multiplication on a Deligne module \( (T, F) \) by an order \( \mathcal{O} \) in a CM field \( E \) to be a homomorphism \( \mathcal{O} \to \text{End}(T) \) such that each purely imaginary element \( u \in \mathcal{O} \) acts in an anti-holomorphic manner, that is, \( uF = Vu \). One could probably count the number of isomorphism classes of principally polarized Deligne modules with level structure and with anti-holomorphic multiplication by \( \mathcal{O} \).

Appendix A. Weil polynomials and a real counterpart

A.1. Let \( \pi \) be an algebraic integer. It is totally real if \( \rho(\pi) \in \mathbb{R} \) for every embedding \( \rho : \mathbb{Q}(\pi) \to \mathbb{C} \). It is a Weil \( q \)-integer if \( |\rho(\pi)|^2 = q \) for every embedding \( \rho : \mathbb{Q}(\pi) \to \mathbb{C} \). (In this case the field \( \mathbb{Q}(\pi) \) is either a CM field, which is the usual case, or it is \( \mathbb{Q}(\sqrt{q}) \), the latter case occurring iff \( \pi = \pm \sqrt{q} \).) A Weil \( q \)-polynomial is a monic polynomial \( p(x) \in \mathbb{Z}[x] \) of even degree, all of whose roots are Weil \( q \)-integers. Let us say that a Weil \( q \)-polynomial \( p(x) = \sum_{i=0}^{2n} a_i x^i \) is ordinary if the middle coefficient \( a_n \) is nonzero and is coprime to \( q \). This implies that half of its roots in \( \overline{\mathbb{Q}}_p \) are \( p \)-adic.
units and half of its roots are divisible by \( p \); also that \( x^2 \pm q \) is not a factor of \( p(x) \), hence \( p(x) \) has no roots in the set \( \{ \pm \sqrt{q} \pm \sqrt{-q} \} \).

The characteristic polynomial of Frobenius associated to an Abelian variety \( B \) of dimension \( n \) defined over the field \( \mathbb{F}_q \) is a Weil \( q \)-polynomial. It is ordinary if and only if the variety \( B \) is ordinary, cf. §3.

A monic polynomial \( p(x) \in \mathbb{Z}[x] \) is totally real if all of its roots are totally real algebraic integers. A real (resp. real ordinary) Weil \( q \)-polynomial of degree \( n \) is a monic polynomial \( h(x) \in \mathbb{Z}[x] \) such that the polynomial \( p(x) = x^n h(x + q/x) \) is a Weil \( q \)-polynomial (resp. an ordinary Weil \( q \)-polynomial). (see also [25, 26]).

A.2. Real counterpart. Let \( q \in \mathbb{Q} \). Let us say that a monic polynomial \( p(x) = x^{2n} + a_{2n-1}x^{2n-1} + \cdots + a_0 \in \mathbb{C}[x] \) is \( q \)-palindromic if it has even degree and if \( a_{n-r} = q^r a_{n+r} \) for \( 1 \leq r \leq n \), or equivalently if

\[
q^{-n} x^{2n} p \left( \frac{q}{x} \right) = p(x).
\]

Thus \( p(x) \) is \( q \)-palindromic iff the following holds: for every root \( \pi \) of \( p(x) \) the number \( q \pi^{-1} \) is also a root of \( p(x) \). It is easy to see that every Weil \( q \)-polynomial is \( q \)-palindromic but the converse is not generally true. Let

\[
p(x) = \prod_{j=1}^{n} (x - \alpha_j) \left( x - \frac{q}{\alpha_j} \right) = \sum_{i=0}^{2n} a_i x^i
\]

be a \( q \)-palindromic polynomial with no real roots. Define the associated real counterpart

\[
h(x) = \prod_{j=1}^{n} \left( x - \left( \alpha_j + \frac{q}{\alpha_j} \right) \right) = \sum_{i=0}^{n} b_i x^i
\]

or equivalently, \( p(x) = x^n h(x + q/x) \).

A.3. Proposition. Fix \( n, q \in \mathbb{Z} \) with \( n > 0 \) and \( q > 0 \).

1. Let \( p(x) = \sum_{i=0}^{2n} a_i x^i \in \mathbb{C}[x] \) be \( q \)-palindromic with no real roots and let \( h(x) = \sum_{j=0}^{n} b_j x^j \in \mathbb{C}[x] \) be its real counterpart. Then \( p(x) \in \mathbb{Z}[x] \) if and only if \( h(x) \in \mathbb{Z}[x] \).

2. A \( q \)-palindromic polynomial \( p(x) \in \mathbb{Z}[x] \) of even degree is a Weil \( q \)-polynomial if and only if the corresponding polynomial \( h(x) \) is totally real.

3. A totally real polynomial \( h(x) \in \mathbb{Z}[x] \) is the real counterpart to a Weil \( q \)-polynomial \( p(x) \) with no real roots if and only if the roots \( \beta_1, \beta_2, \cdots, \beta_n \in \mathbb{R} \) of \( h(x) \) satisfy \( |\beta_i| < 2\sqrt{q} \) for \( i = 1, 2, \cdots, n \).

4. A Weil \( q \)-polynomial \( p(x) \in \mathbb{Z}[x] \) is ordinary if and only if the constant coefficient \( h(0) = b_0 \) of the real counterpart is nonzero and is coprime to \( q \). In this case, \( p(x) \) is irreducible over \( \mathbb{Q} \) if and only if \( h(x) \) is irreducible over \( \mathbb{Q} \).

Proof. It is clear that \( h \in \mathbb{Z}[x] \) implies \( p \in \mathbb{Z}[x] \). Let \( p(x) = \sum_{k=0}^{2n} a_k x^k \in \mathbb{C}[x] \) be a \( q \)-palindromic polynomial with roots \( \alpha_i, q/\alpha_i \) for \( 1 \leq i \leq n \). The real counterpart is \( h(x) = \sum_{j=0}^{n} b_j x^j \).
\[ \prod_{i=1}^{n}(x - \beta_i) \] where \( \beta_i = \alpha_i + q/\alpha_i \), hence

\[ p(x) = x^n h\left(x + \frac{q}{x}\right) = \sum_{j=0}^{n} b_j \sum_{t=0}^{j} \binom{j}{t} q^{-t} x^{n-j+2t}. \]

Set \( r = n - j + 2t \). Then \( n - j \leq r \leq n + j \) and \( r - (n - j) \) is even, hence

\[ p(x) = \sum_{r=0}^{2n} a_r x^r = \sum_{j=0}^{n} \sum_{r=n-j}^{n+j} A_{rj} b_j x^r \]

where

\[ A_{rj} = \left( \frac{j}{r + j - n} \right) q^{\frac{n-r+j}{2}} \]

provided that \( r + j - n \) is even and that \( n - j \leq r \leq n + j \), and \( A_{rj} = 0 \) otherwise. Then \( A_{n+s,s} = 1 \)

\[ b_k = \sum_{s=0}^{n} B_{ks} a_{n+s} \in \mathbb{Z} \]

which proves the first part of the Proposition.

To verify statement (2) let \( p(x) \) be a Weil \( q \)-polynomial. If it has any real roots then they must be of the form \( \alpha = \pm \sqrt{q} \) so \( \alpha + q/\alpha = \pm 2\sqrt{q} \) which is real. Every pair \( \{\alpha, q/\alpha\} \) of complex roots are necessarily complex conjugate hence \( \beta = \alpha + q/\alpha \) is real. Since \( h(x) \) has integer coefficients this implies that every Galois conjugate of \( \beta \) is also real, hence \( h(x) \) is a totally real polynomial. Conversely, given \( p(x) \), if the associated polynomial \( h(x) \) is totally real then for each root \( \beta = \alpha + q/\alpha \) of \( h(x) \), the corresponding pair of roots \( \{\alpha, q/\alpha\} \) are both real or else they are complex conjugate, and if they are real then they are both equal to \( \pm \sqrt{q} \). This implies that \( p(x) \) is a Weil \( q \)-polynomial.

For part (3) of the proposition, each root \( \beta_i \in \mathbb{R} \) of \( h(x) \) is a sum \( \beta_i = \alpha_i + q/\alpha_i \) of complex conjugate roots of \( p(x) \). Hence \( \alpha_i \) and \( q/\alpha_i \) are the two roots of the quadratic equation

\[ x^2 - \beta_i x + q = 0 \]

which has real solutions if and only if \( \beta_i^2 - 4q \geq 0 \). Thus, \( p(x) \) has no real roots if and only if \( |\beta_i| < 2 \sqrt{q} \) for \( i = 1, 2, \ldots, n \).

For part (4), the polynomial \( p(x) \) is ordinary if and only if exactly one of each pair of roots \( \alpha_i, q/\alpha_i \) is a \( p \)-adic unit, from which it follows that each \( \beta_i = \alpha_i + q/\alpha_i \) is a \( p \)-adic unit, hence the product \( b_0 = \prod_{i=1}^{n} \beta_i \) is a \( p \)-adic unit (and it is nonzero). Conversely, if \( b_0 \) is a \( p \)-adic unit then so is each \( \beta_i \) so at least one of the elements in each pair \( \alpha_i, q/\alpha_i \) is a unit. But in \([24, 10] \) it is shown that this implies that exactly one of each pair of roots is a \( p \)-adic unit, so \( p(x) \) is ordinary. The irreducibility statement follows from the formula \( p(x) = x^n h(x + q/x) \).

A.4. Lemma. Let \( \gamma \in \text{GSp}_{2n}(\mathbb{Q}) \) with multiplier \( q \in \mathbb{Q} \). Then the characteristic polynomial \( p(x) \) of \( \gamma \) is \( q \)-palindromic.
Using the Jordan decomposition $\gamma = \gamma_s \gamma_u$ into semisimple and unipotent factors, it suffices to consider the case that $\gamma$ is semisimple, so it can be diagonalized over $\mathbb{Q}$, $\gamma = \begin{pmatrix} D & 0 \\ 0 & D' \end{pmatrix}$ where $D$ and $D'$ are diagonal matrices with $DD' = qI$ and entries $d_i' = q/d_i$. So $p(x) = \prod_{i=1}^n (x^2 - 2\alpha_i x + q)$ (where $\alpha_i = \frac{1}{2} (d_i + q/d_i)$) is a product of $q$-palindromic polynomials.

**A.5. Proposition.** Let $p(x) = \sum_{i=0}^{2n} a_i x^i \in \mathbb{Q}[x]$ be a $q$-palindromic polynomial of degree $2n$ with no roots in the set $\{ \pm \sqrt{q}, \pm -\sqrt{q} \}$. Then there exists a $q$-inversive element $\gamma \in \text{GSp}_{2n}(\mathbb{Q})$ with multiplier $q$, whose characteristic polynomial is $p(x)$. Moreover, $\gamma$ may be chosen to be semisimple, in which case it is uniquely determined up to conjugacy in $\text{GSp}_{2n}(\mathbb{Q})$ by its characteristic polynomial $p(x)$.

**Proof.** Let $\lambda_1, \cdots, \lambda_n, \frac{q}{\lambda_1}, \cdots, \frac{q}{\lambda_n}$ denote the roots of $p(x)$. By assumption $\lambda_j$ and $\frac{q}{\lambda_j}$ are distinct and their sum is nonzero. Factor the polynomial $p(x) = \prod_{i=1}^n (x - \lambda_i) \left( x - \frac{q}{\lambda_i} \right) = \prod_{i=1}^n \left( x^2 - (\lambda_i + \frac{q}{\lambda_i}) x + q \right)$, set $\alpha_i = \frac{1}{2} (\lambda_i + q/\lambda_i)$ and define

$$h(x) = \prod_{i=1}^n (x - \alpha_i) = -h_0 - h_1 x - \cdots - h_{n-1} x^{n-1} + x^n.$$  

(For convenience in this section, the signs of the coefficients of $h(x)$ have been modified from that of the preceding section.) The desired element is $\gamma = \begin{pmatrix} A & B \\ C & D \end{pmatrix}$ where the matrices $A, B, C$ are defined as follows. The matrix $A$ is the companion matrix for the polynomial $h(x)$, that is,

$$A = \begin{pmatrix} 0 & 0 & 0 & \cdots & 0 & h_0 \\ 1 & 0 & 0 & \cdots & 0 & h_1 \\ 0 & 1 & 0 & \cdots & 0 & h_2 \\ 0 & 0 & 1 & \cdots & 0 & h_3 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 1 & h_{n-1} \end{pmatrix}.$$  

It is nonsingular (but not necessarily semisimple unless the roots of $h(x)$ are distinct). Now define

$$B = \begin{pmatrix} h_0 & 0 & \cdots & \cdots & \cdots & \cdots & h_{n-1} \\ h_0 & h_1 & \cdots & \cdots & \cdots & \cdots & 0 \\ \vdots & \vdots & \ddots & \cdots & \cdots & \cdots & \vdots \\ h_0 & h_1 & h_2 & \cdots & \cdots & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 & \cdots & 1 \end{pmatrix}.$$  

Then $B$ is symmetric and nonsingular, and one checks directly that $AB = B^t A$. Define $C = B^{-1} (A^2 - qI)$ so that $A^2 - BC = qI$. These conditions guarantee that $\gamma \in \text{GSp}_{2n}(\mathbb{Q})$, its multiplier is $q$, and it is $q$-inversive. Since the characteristic polynomial of $A$ is $h(x)$, Lemma 5.2 implies that the characteristic polynomial of $\gamma$ is $p(x)$. 

\[\square\]
If the roots of $p(x)$ are distinct then this element $\gamma$ is semisimple. However if $p(x)$ has repeated roots it is necessary to proceed as follows. Factor $h(x) = \prod_{j=1}^{r} h_j^{m_j}(x)$ into its irreducible factors over $\mathbb{Q}$. This corresponds to a factorization $p(x) = \prod_{j=1}^{r} p_j^{m_j}(x)$ into $q$-palindromic factors. Take $A = \text{diag}(A_1^{mg_1}, \ldots, A_r^{mg_r})$ to be a block-diagonal matrix with $m_j$ copies of the matrix $A_j$. Then $B, C$ will also be block-diagonal matrices, and $\gamma$ will be the corresponding product of $q$-inversive symplectic matrices $\gamma_j$. It suffices to show that each nonzero $\gamma_j$ is semisimple. Since $h_j(\gamma)$ is irreducible over $\mathbb{Q}$, its roots are distinct, and the roots of $p_j(\gamma)$ are the solutions to $x^2 - 2\alpha x + q = 0$ where $h_j(\alpha) = 0$. If $\pm \sqrt{q}$ is not a root of $h_j(\gamma)$ then the roots of $p_j(\gamma)$ are distinct, hence $\gamma_j$ is semisimple. If $\pm \sqrt{q}$ is a root of $h_j(\gamma)$ then $p(\gamma) = (x - \sqrt{q})^2$ or $p(\gamma) = (x^2 - q)^2$ depending on whether or not $\sqrt{q} \in \mathbb{Q}$. In the first case we may take $A_j = \sqrt{q}; B_j = C_j = 0$ and in the second case we may take $A_j = (\begin{smallmatrix} 0 & 1 \\ q & 0 \end{smallmatrix}); B_j = C_j = 0$.

Appendix B. The symplectic group and its involutions

B.1. Let $R$ be a commutative ring (with 1) and let $T$ be a free, finite dimensional $R$ module. Let us say that an alternating form $\omega : T \times T \rightarrow R$ is strongly non-degenerate, if the induced mapping $\omega^\sharp : T \rightarrow \text{Hom}_R(T, R)$ is an isomorphism\(^\text{11}\). Denote by GSp$(T, \omega)$ the set of $g \in \text{GL}(T)$ such that $\omega(gx, gy) = \lambda \omega(x, y)$ for some $\lambda = \lambda(g) \in \mathbb{R}^\times$. Then $\lambda$ is a character of GSp$(T, \omega)$ and we say that $g \in \text{GSp}(T, \omega)$ has multiplier $\lambda(g)$. The standard symplectic form on $T = \mathbb{R}^{2n}$ is

\[
(\text{B.1.1}) \quad \omega_0(x, y) = \frac{1}{2} x J y \quad \text{where} \quad J = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}.
\]

If $\omega : T \times T \rightarrow R$ is a symplectic form then a symplectic basis of $T$ is an isomorphism $\Phi : T \rightarrow \mathbb{R}^{2n}$ which takes $\omega$ to the standard symplectic form $\omega_0$. By abuse of notation we will write

$$\text{GSp}_{2n}(R) = \text{GSp}(\mathbb{R}^{2n}, \omega_0) = \text{GSp}(\mathbb{R}^{2n}, J)$$

for the group of automorphisms of $\mathbb{R}^{2n}$ that preserve the standard symplectic form. If $\gamma \in \text{GSp}_{2n}(R)$ then so is $\gamma^{-1}$, hence $\gamma^\sharp$ is also. In this case, expressing $\gamma$ as a block matrix, $\gamma = \begin{pmatrix} A & B \\ C & D \end{pmatrix}$ the symplectic condition $\gamma J \gamma^\sharp = qJ$ is equivalent to either of the following:

\[
(\text{B.1.2}) \quad \gamma^\sharp AC, \gamma^\sharp BD \quad \text{are symmetric, and} \quad \gamma^\sharp AD - \gamma^\sharp CB = qI
\]

(B.1.3) $A^\ddagger B, C^\ddagger D$ are symmetric, and $A^\ddagger D - B^\ddagger C = qI$.

B.2. Lemma. Let $R$ be a principal ideal domain and let $\omega : T \times T \rightarrow R$ be a strongly non-degenerate symplectic form. Then $T$ admits a symplectic basis. If $L', L'' \subset T$ are Lagrangian submodules such that $T = L' \perp L''$ then the basis may be chosen so that $L'$ and $L''$ are spanned by basis elements.

**Proof.** Since $\omega$ is strongly non-degenerate there exist $x_1, y_1 \in T$ so that $\omega(x_1, y_1) = 1$. Let $T_1$ denote the span of $x_1, y_1$. Then $T = T_1 \perp T_1^\perp$ because $T_1 \cap (T_1^\perp = 0$ and for $v \in T$ we have that $u = v - \omega(v, y_1)x_1 - \omega(v, x_1)y_1 \in (T_1^\perp)$.

So, $T_1$ and $T_1^\perp$ are projective, hence free, and $\omega$ is strongly non-degenerate on $T_1$. If $\dim(T) = 2$ we are done, otherwise strong nondegeneracy implies that $\omega$

\(^{11}\)If $R$ is an integral domain then an alternating form $B : T \times T \rightarrow R$ is weakly non-degenerate if $\omega^\sharp \otimes K$ is an isomorphism, where $K$ is the fraction field of $R$. 
induces an isomorphism

\[ T_1 \oplus T_1^\perp \cong \text{Hom}(T, R) \cong \text{Hom}(T_1, R) \oplus \text{Hom}(T_1^\perp, R). \]

Then \( \omega|T_1 \) is also strongly nondegenerate so it has a symplectic basis by induction.

If \( T = L' \oplus L'' \) is a decomposition into Lagrangian submodules, then the symplectic form induces an isomorphism \( L'' \cong \text{Hom}(L', R) \). Therefore an arbitrary basis of \( L' \) together with the dual basis of \( L'' \) will constitute a symplectic basis for \( T \).

**B.3.** Let \( R \) be a commutative ring. The *standard involution* \( \tau_0 : R^{2n} \to R^{2n} \) is \( \tau_0 = \left( \begin{smallmatrix} -I_n & 0 \\ 0 & I_n \end{smallmatrix} \right) \). If \( g \in \text{GSp}_{2n}(R) \) let \( \tilde{g} = \tau_0^{-1}g\tau_0 \), cf. §5.4.4.

**B.4. Proposition.** Let \( R \) be a principal ideal domain containing \( 2^{-1} \). Let \( \tau \in \text{GSp}_{2n}(R) \) be an involution \( \left( \tau^2 = I \right) \) with multiplier \(-1\). Then \( \tau \) is \( \text{Sp}_{2n}(R) \)-conjugate to \( \tau_0 \).

*Proof.* Write \( T = R^{2n} \). The (standard) symplectic form \( \omega_0 \) induces an isomorphism

\[ T \cong \text{Hom}(T, R) \text{ say, } x \mapsto x^\sharp. \]

Let \( T_+, T_- \) be the \( \pm 1 \) eigenspaces of \( \tau \). Since \( 2^{-1} \in R \), any \( x \in T \) may be written

\[ x = \frac{x - \tau(x)}{2} + \frac{x + \tau(x)}{2} \in T_- + T_+ \]

so \( T = T_- \oplus T_+ \). Therefore \( T_- \), \( T_+ \) are projective, hence free. Apply this splitting to equation (B.4.1) to find

\[ \Phi : T_- \oplus T_+ \to \text{Hom}(T_-, R) \oplus \text{Hom}(T_+, R). \]

Since \( \omega_0(\tau x, \tau y) = -\omega_0(x, y) \) it follows that \( \Phi(x, y) = (y^\sharp, x^\sharp) \), hence \( \dim(T_-) = \dim(T_+) = n \) and we obtain an isomorphism \( T_+ \cong \text{Hom}(T_-, R) \). With respect to a basis of \( T_1 \) and the corresponding dual basis of \( T_+ \) the matrix of \( \tau \) is \( \left( \begin{smallmatrix} -I & 0 \\ 0 & I \end{smallmatrix} \right) \). □

The proposition fails if the ring \( R \) does not contain \( \frac{1}{2} \), in fact we have:

**B.5. Lemma.** Let \( R \) be a Euclidean domain and let \( \omega_0 \) be the standard symplectic form on \( R^{2n} \). Let \( \tau \in \text{GSp}_{2n}(R) \) be an involution with multiplier equal to \(-1\). Then \( \tau \) is \( \text{Sp}_{2n}(R) \) conjugate to an element

\[ \left( \begin{smallmatrix} I & S \\ 0 & -I \end{smallmatrix} \right) \]

where \( S \) is a symmetric matrix consisting of zeroes and ones which may be taken to be one of the following: if \( \text{rank}(S) = r \) is odd then \( S = \left( \begin{smallmatrix} I_r \\ 0 \end{smallmatrix} \right) = I_r \oplus 0_{n-r} \); if \( r \) is even then either \( S = I_r \oplus 0_{n-r} \) or \( S = H \oplus H \cdots \oplus H \oplus 0_{n-r} \) where \( H = \left( \begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix} \right) \) appears \( r/2 \) times in the sum.

*Proof.* There exists a vector \( v \in \mathbb{Z}^{2n} \) that is primitive and has \( \tau(v) = v \). By a lemma of Siegel (see [14] Satz A5.4) there exists \( g \in \text{GSp}_{2n}(R) \) so that \( gv = e_1 = (1, 0, \cdots, 0) \).

It follows that \( \tau \) is \( \text{Sp}_{2n}(R) \) conjugate to a matrix \( \left( \begin{smallmatrix} A & B \\ C & D \end{smallmatrix} \right) \) where

\[ A = \left( \begin{smallmatrix} 1 & * \\ 0 & A_1 \end{smallmatrix} \right), \quad B = \left( \begin{smallmatrix} * & * \\ * & B_1 \end{smallmatrix} \right), \quad C = \left( \begin{smallmatrix} 0 & 0 \\ 0 & C_1 \end{smallmatrix} \right), \quad D = \left( \begin{smallmatrix} -1 & 0 \\ * & D_1 \end{smallmatrix} \right) \]
and where \( \begin{pmatrix} A_1 & B_1 \\ C_1 & D_1 \end{pmatrix} \in \text{GSp}_{2n-2}(R) \) is an involution with multiplier equal to \(-1\). By induction, the involution \( \tau \) is therefore conjugate to such an element where \( A_1 = I, B_1 \) is symmetric, \( C_1 = 0 \) and \( D_1 = -I \). The condition \( \tau^2 = I \) then implies that \( A = I, D = -I, C = 0 \) and \( B \) is symmetric. Conjugating \( \tau \) by any element \( \left( \begin{smallmatrix} T & 0 \\ 0 & T \end{smallmatrix} \right) \in \text{Sp}_{2n}(R) \) (where \( T \) is symmetric) we see that \( B \) can be modified by the addition of an even number to any symmetric pair \((b_{ij}, b_{ji})\) of its entries. Therefore, we may take \( B \) to consist of zeroes and ones.

The problem may then be reduced to describing the list of possible symmetric bilinear forms on a \( \mathbb{Z}/(2) \) vector space \( V \), which are described in [40] §6.2. \( \square \)

**Appendix C. Positivity and \( \mathbb{R} \)-isogeny**

**C.1. Lemma.** Let \((T,F)\) be a Deligne module and let \( \Phi \) be a CM type on \( \mathbb{Q}[F] \) (cf. §3.7). Let \( \omega \) be a \( \Phi \)-positive polarization of \((T,F)\). Suppose \( \beta \in \text{End}_\mathbb{Q}(T,F) \) is a self isogeny that is fixed under the Rosati involution, that is, \( \beta' = \beta \) where \( \omega(\beta'x,y) = \omega(x,\beta y) \) for all \( x, y \in T \otimes \mathbb{Q} \). Then there exists \( \alpha \in \text{End}_\mathbb{Q}(T,F) \otimes \overline{\mathbb{Q}} \) such that \( \beta = \alpha'\alpha \). If \( \beta' = \beta \) and \( \beta \) is positive definite then the element \( \alpha \) may be chosen to lie in \( \text{End}_\mathbb{Q}(T,F) \otimes \mathbb{R} \). If \( \omega_1, \omega_2 \) are two \( \Phi \)-positive polarizations of the same Deligne module \((T,F)\) then there exists an \( \mathbb{R} \)-isogeny \((T,F,\omega_1) \rightarrow (T,F,\omega_2)\) with multiplier equal to \( 1 \).

**Proof.** (See also [36] p. 206.) As indicated in [45] p. 220, the algebra \( \text{End}_\mathbb{Q}(T,F) \otimes \mathbb{R} \) is isomorphic to a product of matrix algebras \( M_{dxd}(\mathbb{C}) \) such that \( \beta' = \beta \). Then \( \beta' = \beta \) implies that \( \beta \) is Hermitian so there exists a unitary matrix \( U \in M_{dxd}(\mathbb{C}) \) with \( \beta' = U\beta U^* \). Choose a square root \( \sqrt{D} \in M_{dxd}(\mathbb{Q}) \) and set \( \alpha = \sqrt{D}U \in \text{End}_\mathbb{Q}(T,F) \otimes \overline{\mathbb{Q}} \). Then \( \alpha'\alpha = U\beta U^* = \beta \) as claimed. Moreover, if \( \beta \) is positive definite then the entries of \( D \) are positive real numbers so we may arrange that \( \sqrt{D} \in M_{dxd}(\mathbb{R}) \), so \( \alpha \in \text{End}_\mathbb{Q}(T,F) \times \mathbb{R} \) as claimed.

For the last sentence in the lemma, let \( \beta \in \text{End}_\mathbb{Q}(T,F) \) be the unique endomorphism so that \( \omega_2(x,y) = \omega_1(\beta x,y) \). Then \( \beta \) is fixed under the Rosati involution for the polarization \( \omega_1 \) because

\[
\omega_1(\beta'x,y) = \omega_1(x,\beta y) = -\omega_1(\beta y,x) = -\omega_2(y,x) = \omega_2(x,y) = \omega_1(\beta x,y).
\]

Moreover, \( \beta \) is positive definite: if \( x \in T \otimes \mathbb{R} \) is an eigenvector of \( \beta \) with eigenvalue \( t \) then

\[
tR_1(x,x) = R_1(\beta x,x) = \omega_1(\beta x,\alpha x) = \omega_2(x,\alpha x) = R_2(x,x) > 0
\]

in the notation of §3.7. According to the first part of this lemma, there exists \( \alpha \in \text{End}_\mathbb{Q}(T,F) \otimes \mathbb{R} \) so that \( \beta = \alpha'\alpha \), or

\[
\omega_2(x,y) = \omega_1(\alpha'\alpha x,y) = \omega_1(\alpha x,\alpha y)
\]

which says that \( \alpha \) is an \( \mathbb{R} \)-isogeny which takes \( \omega_1 \) to \( \omega_2 \) with multiplier equal to \( 1 \). \( \square \)

**Appendix D. Symplectic cohomology**

**D.1. Nonabelian cohomology.** Let \( R \) be a commutative ring with \( 1 \). As in Appendix B the involution \( \tau_0 \) of \( R^n \times R^n \) is defined by \( \tau_0(x,y) = (-x,y) \). Let \( \langle \tau_0 \rangle = \{ 1, \tau_0 \} \cong \mathbb{Z}/(2) \) denote the group generated by the involution \( \tau_0 \). For \( g \in \text{Sp}(2n,R) \) let \( \tilde{g} = \tau_0g\tau_0^{-1} \). This defines an action of the group \( \langle \tau_0 \rangle \) on \( \text{Sp}(2n,R) \). Let \( \Gamma \subset \text{Sp}_{2n}(R) \) be a subgroup that is preserved by this action (that is, \( \Gamma = \tau_0 \)). Recall that a 1-cocycle for this action is a mapping \( f : \langle \tau_0 \rangle \rightarrow \Gamma \) such that \( f(1) = I \)
and \( f(\tau_0) = g \) where \( g\hat{g} = I \). We may write \( f = f_g \) since the mapping \( f \) is determined by the element \( g \). Then two cocycles \( f_g, f_g' \) are cohomologous if there exists \( h \in \Gamma \) such that \( g' = h^{-1}g\hat{h} \) or equivalently, such that \( g' = hgh^{-1} \). The set of cohomology classes is denoted \( H^1(\langle \tau_0 \rangle, \Gamma) \).

If \( \tau \in \text{GSp}_{2n}(R) \) is another involution (meaning that \( \tau^2 = I \)) with multiplier equal to \(-1\) then \( g = \tau\tau_0 \) defines a cocycle since \( g\hat{g} = 1 \). One easily checks the following.

**D.2. Proposition.** Let \( \Gamma \subseteq \text{Sp}_{2n}(R) \) be a subgroup that is normalized by \( \tau_0 \). The mapping \( \tau \mapsto \tau\tau_0 \) determines a one to one correspondence between the set of \( \Gamma \)-conjugacy classes of involutions (i.e. elements of order 2), \( \tau \in \Gamma, \tau_0 \) and the cohomology set \( H^1(\langle \tau_0 \rangle, \Gamma) \).

**D.3. Lattices and level structures.** If \( L \subset \mathbb{Q}^{2n} \) is a lattice its symplectic dual is the lattice
\[
L^\vee = \{ x \in \mathbb{Q}^{2n} \mid \omega_0(x, y) \in \mathbb{Z} \text{ for all } y \in L \}
\]
where \( \omega_0 \) is the standard symplectic form. A lattice \( L \subset \mathbb{Q}^{2n} \) is symplectic if \( L^\vee = L \). A lattice \( L \subset \mathbb{Q}^{2n} \) is symplectic up to homothety if there exists \( c \in \mathbb{Q}^\times \) so that \( L^\vee = cL \). In this case the symplectic form \( b = c\omega_0 \) is integer valued and strongly nondegenerate on \( L \). A lattice \( L \subset \mathbb{Q}^{2n} \) is real if it is preserved by the standard involution \( \tau_0 \), in which case write \( \tau_L = \tau_0|L \).

Fix \( N \geq 1 \) and let \( \tilde{L} = L/NL \). A level \( N \) structure on a lattice \( L \) is an isomorphism \( \alpha : \tilde{L} \rightarrow (\mathbb{Z}/N\mathbb{Z})^{2n} \). A level \( N \) structure \( \alpha \) is compatible with an integer valued symplectic form \( b = c\omega_0 \) integer valued and strongly nondegenerate on \( L \). A level \( N \) structure \( \alpha : \tilde{L} \rightarrow \tilde{L}_0 \) is real if it is compatible with the standard involution, that is, if \( \tau_0\alpha = \alpha\tau_L : \tilde{L} \rightarrow \tilde{L}_0 \).

**D.4. Adèlic lattices.** Let \( \mathbb{A}_f = \prod_{v<\infty} \mathbb{Q}_v \) (restricted direct product) denote the finite adèles of \( \mathbb{Q} \) and let \( \hat{\mathbb{Z}} = \prod_p \mathbb{Z}_p \). A \( \hat{\mathbb{Z}} \)-lattice \( \hat{M} \subset \mathbb{A}_f^{2n} \) is a product \( \hat{M} = \prod_{v<\infty} M_v \) of \( \mathbb{Z}_v \)-lattices \( M_v \subset \mathbb{Q}_v^{2n} \) with \( M_v = (\mathbb{Z}_v)^{2n} \) for almost all finite places \( v \). If \( \hat{M} = \prod_{v<\infty} M_v \) is a lattice, its symplectic dual is \( \hat{M}^\vee = \prod_{v<\infty} M_v^\vee \) where
\[
(M_v)^\vee = \{ x \in \mathbb{Q}_v^{2n} \mid \omega_0(x, y) \in \mathbb{Z}_v \text{ for all } y \in M_v \}.
\]
The lattice \( \hat{M} \) is symplectic up to homothety if there exists \( c \in \mathbb{A}_f^\times \) so that \( \hat{M}^\vee = c\hat{M} \). In this case, there exists \( c \in \mathbb{Q}^\times \) (unique, up to multiplication by \( \pm 1 \)) so that \( \hat{M}^\vee = c\hat{M} \), and the alternating form \( b = c\omega_0 \) takes \( \hat{Z} \) values on \( \hat{M} \). A lattice \( \hat{M} \) is real if it is preserved by the standard involution \( \tau_0 \).

A level \( N \) structure on an adèlic lattice \( \hat{M} \) is an isomorphism \( \beta : \hat{M}/N\hat{M} \rightarrow (\mathbb{Z}/N\mathbb{Z})^{2n} \). It is compatible with a \( \hat{Z} \)-valued symplectic form \( b : \tilde{M} \times \tilde{M} \rightarrow \tilde{Z} \) if \( \beta(b) = \omega_0 \) the reduction modulo \( N \) of the standard symplectic form. It is real if it commutes with the standard involution \( \tau_0 \). The following statement is standard, see for example [49] Theorem 1.15:

**D.5. Lemma.** Let \( L \subset \mathbb{Q}^{2n} \) be a \( \mathbb{Z} \)-lattice and let \( L_v = L \otimes \mathbb{Z}_v \) for each finite place \( v \). Then
- \( L_v = \mathbb{Z}_v^{2n} \) for almost all \( v < \infty \).
- \( L = \bigcap_{v<\infty} (\mathbb{Q}_v^{2n} \cap L_v) \).
• Given any collection of lattices $M_v \subset \mathbb{Q}^{2n}$ such that $M_v = \mathbb{Z}^{2n}_v$ for almost all $v < \infty$, there exists a unique $\mathbb{Z}$-lattice $M \subset \mathbb{Q}^{2n}$ such that $M_v = M \otimes \mathbb{Z}_v$ for all $v < \infty$.

This correspondence is clearly compatible with symplectic structures, real structures and level structures.

D.6. The cohomology class of a symplectic lattice with “real” structure. Let $L \subset \mathbb{Q}^{2n}$ be a lattice, symplectic up to homothety (say, $L' = cL$ where $c \in \mathbb{Q}$), and suppose that $L$ is preserved by the standard involution $\tau_0 : \mathbb{Q}^{2n} \to \mathbb{Q}^{2n}$, in which case we refer to $L$ as a “real” lattice. Let $\alpha : L/NL \to (\mathbb{Z}/N\mathbb{Z})^{2n}$ be a level $N$ structure that is compatible with the involution (meaning that $\alpha_\ast(\bar{\tau}) = \bar{\tau}_0$ is the standard involution, where $\tau = \tau_0|L$, and where the bar denotes reduction modulo $N$) and with the nondegenerate symplectic form $b = c\omega_0$ on $L$ (meaning that $\alpha_\ast(b) = \bar{\omega}_0$ is the standard symplectic form on $(\mathbb{Z}/N\mathbb{Z})^{2n}$). By the strong approximation theorem, the mapping

$$\text{Sp}_{2n}(\mathbb{Z}) \to \text{Sp}_{2n}(\mathbb{Z}/N\mathbb{Z})$$

is surjective. Together with the symplectic basis theorem (Lemma B.2) (and the fact that $\alpha$ is compatible with $b = c\omega_0$) this implies that there exists $g \in \text{GSp}_{2n}(\mathbb{Q})$ so that $(L, \alpha) = g.(L_0, \alpha_0)$, where $L_0 = \mathbb{Z}^{2n}$ is the standard lattice with its standard level $N$ structure $\alpha_0 : L_0/NL_0 \to (\mathbb{Z}/N\mathbb{Z})^{2n}$. Both the lattice $L$ and the level structure $\alpha$ are compatible with the involution which implies that $(L, \alpha) = g.(L_0, \alpha_0) = \tilde{g}.(L_0, \alpha_0)$ (where $\tilde{g} = \tau_0g\tau_0^{-1}$). Therefore

$$t = g^{-1}\tilde{g} \in K_0^N \subset \text{Sp}_{2n}(\mathbb{Q})$$

is a cocycle (with multiplier equal to 1) which lies in the principal congruence subgroup

$$K_0^N = \ker (\text{Sp}_{2n}(\mathbb{Z}) \to \text{Sp}_{2n}(\mathbb{Z}/N\mathbb{Z})).$$

Let $[(L, \alpha)] \in H^1(\langle \tau_0 \rangle, K_0^N)$ denote the resulting cohomology class.

Similarly, an adelic lattice $\widetilde{L}$, symplectic up to homothety, and preserved by the involution $\tau_0$, together with a level $N$ structure $\beta$, (compatible with the involution and with the corresponding symplectic form) determine a cohomology class $[\langle \widetilde{L}, \beta \rangle] \in H^1(\langle \tau_0 \rangle, \tilde{K}_0^N)$ where

$$\tilde{K}_0^N = \ker(\text{Sp}_{2n}(\mathbb{Z}) \to \text{Sp}_{2n}(\mathbb{Z}/N\mathbb{Z})).$$

The following proposition is essentially the same as in [50].

D.7. Proposition. The resulting cohomology classes $[(L, \alpha)]$ and $[\langle \widetilde{L}, \beta \rangle]$ are well defined. The mapping $L \mapsto \tilde{L} = \prod_v (L \otimes \mathbb{Z}_v)$ determines a one to one correspondence between

1. $\text{GL}^*_n(\mathbb{Q})$-orbits in the set of such pairs $(L, \alpha)$ that are symplectic up to homothety and compatible with the involution (as above),
2. $\text{GL}^*_n(\mathbb{A}_f)$-orbits in the set of such pairs $(\widetilde{L}, \beta)$ that are symplectic up to homothety and compatible with the involution (as above),
3. elements of the cohomology set

$$(D.7.1) \quad H^1 := H^1(\langle \tau_0 \rangle, K_0^N) \cong H^1(\langle \tau_0 \rangle, \tilde{K}_0^N).$$
Proof. The cohomology class $[(L, \alpha)]$ is well defined for, suppose that $(L, \alpha) = h.(L_0, \alpha_0)$ for some $h \in \text{GSp}_{2n}(Q)$. Since $L$ is symplectic up to homothety, the elements $g, h$ have the same multiplier hence $u = g^{-1}h \in K_N^0$. Therefore the cocycle $h^{-1}h = u^{-1}(g^{-1}g)\tilde{u}$ is cohomologous to $g^{-1}g$.

Suppose $(L', \alpha') = g'.(L_0, \alpha_0)$ is another lattice with level $N$ structure, with the same cohomology class. Then $(g')^{-1}g' = u^{-1}(g^{-1}g)\tilde{u}$ for some $u \in K_N^0$, which implies that the element $h = g'\tilde{u}^{-1}g^{-1}$ is fixed under the involution. Hence $(L', \alpha') = h.(L, \alpha)$ is in the same $\text{GL}_n^*(Q)$ orbit\textsuperscript{12} as $(L, \alpha)$.

Similar remarks apply to adelic lattices. Finally, Lemma D.5 implies that the cohomology sets (D.7.1) may be canonically identified. \hfill $\square$

D.8. There is a simple relation between Propositions D.2 and D.7 which identifies the cohomology class of a lattice with a conjugacy class of involutions, as follows. Suppose $(L, \alpha)$ is a “real” symplectic (up to homothety) lattice with a level $N$ structure. Express $(L, \alpha) = g.(L_0, \alpha_0)$ for some $g \in \text{GSp}_{2n}(Q)$. Set $\tau = g^{-1}\tau_0g = h^{-1}\tau_0h$ where $h \in \text{Sp}_{2n}(Q)$. Then $\tau$ is an involution in $K_N^0, \tau_0$ because $\tau\tau_0$ preserves $(L_0, \alpha_0)$, and the cohomology class of $(L, \alpha)$ coincides with the cohomology class of $\tau$. We remark, moreover, if the cohomology class $[(L, \alpha)] \in H^1((\tau_0), K_N^0)$ is trivial then the lattice $L$ splits as a direct sum $L = L^+ \oplus L^-$ of $\pm 1$ eigenspaces of $\tau$ and $\alpha$ determines a principal level $N$ structure on each of the factors.

D.9. Proposition. Let $R$ be an integral domain containing $\frac{1}{2}$. Then $H^1((\tau_0), \text{Sp}_{2n}(R))$ is trivial. If $2 | N$ the mapping $H^1((\tau_0), K_N^0) \rightarrow H^1((\tau_0), \text{Sp}_{2n}(\mathbb{Z}))$ is trivial. The cohomology sets (D.9.1) $H^1((\tau_0), \text{Sp}_{2n}(\mathbb{Z})) \cong H^1((\tau_0), \text{Sp}_{2n}(\mathbb{Z}_2)) \cong H^1((\tau_0), \text{Sp}_{2n}(\mathbb{Z}_2))$

are isomorphic and have order $(3n+1)/2$ if $n$ is odd, or $(3n+2)/2$ if $n$ is even.

Proof. By Proposition D.2 cohomology classes in $\text{Sp}_{2n}(R)$ correspond to conjugacy classes of involutions with multiplier $-1$. If $\frac{1}{2} \in R$ then Proposition B.4 says there is a unique such, hence the cohomology is trivial. For the second statement suppose $N \geq 2$ is even. Suppose $\alpha \in \text{Sp}_{2n}((\tau_0), K_N^0)$ is a cocycle. Then $\alpha\tau_0$ is an involution which, by Lemma B.5 implies that there exists $h \in \text{Sp}_{2n}(\mathbb{Z})$ so that $h^{-1}\alpha h = \left( \begin{smallmatrix} I & B \\ 0 & I \end{smallmatrix} \right)$ where $B$ is a symmetric matrix of zeroes and ones. It now suffices to show that $B = 0$ which follows from the fact that $\alpha \equiv I \pmod{2}$ and that $h^{-1}h \equiv I \pmod{2}$, so $B \equiv 0 \pmod{2}$.

The cohomology set $H^1((\tau_0), \text{Sp}_{2n}(\mathbb{Z}))$ is finite because it may be identified with $\text{Sp}_{2n}(\mathbb{Z})$-conjugacy classes of involutions with multiplier $-1$ which, by Lemma B.5 corresponds to $\text{GL}_n(\mathbb{Z})$-congruence classes of symmetric $n \times n$ matrices $B$ consisting of zeroes and ones. Summing over the possible ranks $0 \leq r \leq n$ for the matrix $B$, with two possibilities when $r$ is even and only one possibility when $r$ is odd gives $(3n+1)/2$ for $n$ odd and $(3n+2)/2$ for $n$ even, cf.[40]. Equation (D.9.1) holds since $\frac{1}{2} \in \mathbb{Z}_p$ for $p$ odd. \hfill $\square$
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