Toward Better Formula Lower Bounds: the Composition of a Function and a Universal Relation

Dmitry Gavinsky† Or Meir‡ Omri Weinstein § Avi Wigderson ¶

August 20, 2016

Abstract

One of the major open problems in complexity theory is proving super-logarithmic lower bounds on the depth of circuits (i.e., $P \not\subseteq \text{NC}^1$). This problem is interesting for two reasons: first, it is tightly related to understanding the power of parallel computation and of small-space computation; second, it is one of the first milestones toward proving super-polynomial circuit lower bounds.

Karchmer, Raz, and Wigderson [KRW95] suggested to approach this problem by proving the following conjecture: given two Boolean functions $f$ and $g$, the depth complexity of the composed function $g \circ f$ is roughly the sum of the depth complexities of $f$ and $g$. They showed that the validity of this conjecture would imply that $P \not\subseteq \text{NC}^1$.

As a starting point for studying the composition of functions, they introduced a relation called “the universal relation”, and suggested to study the composition of universal relations. This suggestion proved fruitful, and an analogue of the KRW conjecture for the universal relation was proved by Edmonds et. al. [EIRS01]. An alternative proof was given later by Hästad and Wigderson [HW93]. However, studying the composition of functions seems more difficult, and the KRW conjecture is still wide open.

In this work, we make a natural step in this direction, which lies between what is known and the original conjecture: we show that an analogue of the conjecture holds for the composition of a function with a universal relation.

1 Introduction

One of the holy grails of complexity theory is showing that $\text{NP}$ cannot be computed by polynomial-size circuits, namely, that $\text{NP} \not\subseteq P/\text{poly}$. Unfortunately, it currently seems that even finding a function in $\text{NP}$ that cannot be computed by circuits of linear size is beyond our reach. Thus, it makes sense to try to prove lower bounds against weaker models of computation, in the hope that such a study would eventually lead to lower bounds against general circuits.
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This paper focuses on (de-Morgan) formulas, which are one such weaker model. Intuitively, formulas model computations that cannot store intermediate results. Formally, they are defined as circuits with AND, OR, and NOT gates that have fan-out 1, or in other words, their underlying graph is a tree.

For our purposes, it is useful to note that formulas are polynomially related to circuits\(^1\) of depth \(O(\log n)\): it is easy to show that circuits of depth \(O(\log n)\) can be converted into formulas of polynomially-related size. On the other hand, every formula of size \(s\) can be converted into a formula of depth \(O(\log s)\) and size \(\text{poly}(s)\) [Spi71, Bre74, BB94]. In particular, the complexity class\(^2\) \(\text{NC}^1\) can be defined both as the class of polynomial-size formulas, and as the class of polynomial-size circuits of depth \(O(\log n)\).

It is a major open problem to find an explicit function that requires formulas of super-polynomial size, that is, to prove that \(\mathbb{P} \not\subseteq \text{NC}^1\). In fact, even proving that\(^2\) \(\text{NEXP} \not\subseteq \text{NC}^1\) would be a big breakthrough. The state-of-the-art in this direction is the work of Håstad [Hås98], which proved a lower bound of \(\widetilde{\Omega}(n^3)\) on the formula complexity of an explicit function due to Andreev [And87] (building on earlier work by [Sub61, And87, IN93, PZ93]). Improving over this lower bound is an important challenge.

One strategy for separating \(\mathbb{P}\) from \(\text{NC}^1\) was suggested by Karchmer, Raz, and Wigderson [KRW95]. They made a conjecture on the depth complexity of composition, and showed that this conjecture implies that \(\mathbb{P} \not\subseteq \text{NC}^1\). In order to introduce their conjecture, we need some notation:

**Definition 1.1** (Composition). Let \(f : \{0,1\}^n \to \{0,1\}\) and \(g : \{0,1\}^m \to \{0,1\}\) be Boolean functions. Their composition \(g \circ f : (\{0,1\}^n)^m \to \{0,1\}\) is defined by

\[
(g \circ f)(x_1, \ldots, x_m) \overset{\text{def}}{=} g(f(x_1), \ldots, f(x_m)),
\]

where \(x_1, \ldots, x_m \in \{0,1\}^n\).

**Definition 1.2** (Depth complexity). Let \(f : \{0,1\}^n \to \{0,1\}\). The depth complexity of \(f\), denoted \(D(f)\), is the smallest depth of a circuit of fan-in 2 that computes \(f\) using AND, OR and NOT gates.

**Conjecture 1.3** (The KRW conjecture [KRW95]). Let \(f : \{0,1\}^n \to \{0,1\}\) and \(g : \{0,1\}^m \to \{0,1\}\) be non-constant functions. Then\(^3\)

\[
D(g \circ f) \approx D(g) + D(f).
\]  \(\text{(1)}\)

As noted above, [KRW95] showed that this conjecture could be used to prove that \(\mathbb{P} \not\subseteq \text{NC}^1\): the basic idea is that one could apply \(O(\log n)\) compositions of a random function \(f : \{0,1\}^{\log n} \to \{0,1\}\), thus obtaining a new function over \(n\) bits that is computable in polynomial time yet requires depth \(\tilde{\Omega}(\log^2 n)\). The key point here is that a random function on \(\log n\) bits has depth complexity \(\log n - o(\log n)\), and can be described explicitly using \(n\) bits. An interesting feature of this argument is that it does not seem to fall\(^4\) into the framework of “natural proofs” of [RR97].

---

\(^1\)All the circuits in this paper are assumed to have constant fan-in.

\(^2\)In this paper, \(\text{NC}^1\) always denotes the non-uniform version of \(\text{NC}^1\), which is sometimes denoted \(\text{NC}^1/\text{poly}\).

\(^3\)The meaning of “approximate equality” in Equation 1 is left vague, since there are a few variations that could be useful, some of which are considerably weaker than strict equality. In particular, proving either of the following lower bounds would imply that \(\mathbb{P} \not\subseteq \text{NC}^1\): (i) \(D(g \circ f) \geq \varepsilon \cdot D(g) + D(f)\); (ii) \(D(g \circ f) \geq D(g) + \varepsilon \cdot D(f)\). It is also sufficient to prove the first inequality for a random \(g\), or the second inequality for a random \(f\).

\(^4\)More specifically, it seems that this argument violates the largeness property; because it only proves a lower bound for a specific, artificially constructed function, rather than for a random function.
In this paper, we make a natural step toward proving the KRW conjecture. The rest of this introduction is organized as follows: in Section 1.1, we review the background relevant to our results. In Section 1.2, we describe our main result and our techniques.

1.1 Background

1.1.1 Karchmer-Wigderson relations

Karchmer and Wigderson [KW90] observed an interesting connection between depth complexity and communication complexity: for every Boolean function $f$, there exists a corresponding communication problem $R_f$, such that the depth complexity of $f$ is equal to the deterministic\(^5\) communication complexity of $R_f$. The communication problem $R_f$ is often called the Karchmer-Wigderson relation of $f$, and we will refer to it as a KW relation for short. In fact, a stronger statement is implicit\(^6\) in [KW90]:

**Fact 1.4 ([KW90]).** For every formula $\phi$ that computes $f$, there exists a deterministic protocol $\Pi_\phi$ for $R_f$, whose underlying tree is exactly the underlying tree of $\phi$, and vice versa.

A corollary of Fact 1.4 that is particularly useful for us is the following: the formula size of $f$ is exactly the minimal number of distinct transcripts in every protocol that solves $R_f$.

The communication problem $R_f$ is defined as follows: Alice gets an input $x \in f^{-1}(0)$, and Bob gets as input $y \in f^{-1}(1)$. Clearly, it holds that $x \neq y$. The goal of Alice and Bob is to find a coordinate $i$ such that $x_i \neq y_i$. Note that there may be more than one possible choice for $i$, which means that $R_f$ is a relation rather than a function.

This connection between functions and KW relations allows us to study the formula and depth complexity of functions using techniques from communication complexity. In the past, this approach has proved very fruitful in the setting of monotone formulas [KW90, GS91, RW92, KRW95], and in particular [KRW95] used it to separate the monotone versions of $\text{NC}^1$ and $\text{NC}^2$.

1.1.2 KW relations and the KRW conjecture

In order to prove the KRW conjecture, one could study the KW relation that corresponds to the composition $g \circ f$. Let us describe how the KW relation $R_{g \circ f}$ looks like. Let $f : \{0,1\}^n \rightarrow \{0,1\}$ and $g : \{0,1\}^m \rightarrow \{0,1\}$. For every $m \times n$ matrix $X$, let us denote by $f(X)$ the vector in $\{0,1\}^m$ obtained by applying $f$ to each row $X_j$ of $X$. In the KW relation $R_{g \circ f}$, Alice and Bob get as inputs $m \times n$ matrices $X, Y$, respectively, such that $f(X) \in g^{-1}(0)$ and $f(Y) \in g^{-1}(1)$, and their goal is to find an entry $(j,i)$ such that $X_{j,i} \neq Y_{j,i}$.

Let us denote the (deterministic) communication complexity of a problem $R$ by $C(R)$. Clearly, it holds that

$$C(R_{g \circ f}) \leq C(R_g) + C(R_f).$$

This upper bound is achieved by the following protocol: for every $j \in [m]$, let $X_j$ denote the $j$-th row of $X$, and same for $Y$. Alice and Bob first use the optimal protocol of $g$ on inputs $f(X)$ and $f(Y)$, and thus find an index $j \in [m]$ such that $f(X_j) \neq f(Y_j)$. Then, they use the optimal protocol of $f$ on inputs $X_j$ and $Y_j$ to find a coordinate $i$ on which the $j$-th rows differ, thus obtaining an entry $(j,i)$ on which $X$ and $Y$ differ.

The KRW conjecture says that the above protocol is essentially optimal. One intuition for that conjecture is the following: the best way for Alice and Bob to solve $R_{g \circ f}$ is to solve $R_f$ on some

---

\(^5\)In this paper, we always refer to deterministic communication complexity, unless stated explicitly otherwise.

\(^6\)This fact was discussed explicitly in [Raz90, KKN95].
row \( j \) such that \( f(X_j) \neq f(Y_j) \), since otherwise they are not using the guarantee they have on \( X \) and \( Y \). However, in order to do that, they must find such a row \( j \), and to this end they have to solve \( R_g \). Thus, they have to transmit \( C(R_g) \) bits in order to find \( j \), and another \( C(R_f) \) bits to solve \( f \) on the \( j \)-th row.

This intuition was made rigorous for the the monotone version of the KRW conjecture in [KRW95]. In the monotone setting, they showed a reduction from the direct sum of \( R_f \) and \( R_g \) to \( R_{gof} \), which means that any protocol that solves \( R_{gof} \) must solve both \( R_f \) and \( R_g \). They used this reduction to separate \( \text{NC}^1 \) from \( \text{NC}^2 \). A similar intuition underlies our argument, as well as the works of [EIRS01, HW93] that are to be discussed later.

1.1.3 The universal relation and its composition

Since proving the KRW conjecture seems difficult, [KRW95] suggested studying a simpler problem as a starting point. To describe this simpler problem, we first need to define a communication problem called the universal relation, and its composition with itself. The universal relation \( R_{U_n} \) is a communication problem in which Alice and Bob get as inputs \( x, y \in \{0, 1\}^n \) with the sole guarantee that \( x \neq y \), and their goal is to find a coordinate \( i \) such that \( x_i \neq y_i \). The universal relation \( R_{U_n} \) is universal in the sense that every KW relation reduces to it, and indeed, it is not hard to prove that \( C(R_{U_n}) \geq n \).

The composition of two universal relations \( R_{U_m} \) and \( R_{U_n} \), denoted \( R_{U_m \circ U_n} \), is defined as follows. Alice gets as input an \( m \times n \) matrix \( X \) and a string \( a \in \{0, 1\}^m \), and Bob gets as input an \( m \times n \) matrix \( Y \) and a string \( b \in \{0, 1\}^n \). Their inputs satisfy the following conditions:

1. \( a \neq b \).
2. for every \( j \in [n] \) such that \( a_j \neq b_j \), it holds that \( X_j \neq Y_j \).

Their goal, as before, is to find an entry on which \( X \) and \( Y \) differ. The vectors \( a \) and \( b \) are analogues of the vectors \( f(X) \) and \( f(Y) \) in the KW relation \( R_{gof} \).

To see why \( R_{U_m \circ U_n} \) is a good way to abstract the KRW conjecture, observe that \( R_{U_m \circ U_n} \) is a universal version of composition problems \( R_{gof} \), in the sense that every composition problem \( R_{gof} \) reduces to \( R_{U_m \circ U_n} \). Moreover, the protocol described above for \( R_{gof} \) also works for \( R_{U_m \circ U_n} \): Alice and Bob first apply the optimal protocol for \( R_{U_m} \) to \( a \) and \( b \) to find \( j \), and then apply the optimal protocol for \( R_{U_n} \) to \( X_j \) and \( Y_j \). Thus, a natural variant of the KRW conjecture for this protocol would be that this protocol is optimal for \( R_{U_m \circ U_n} \). Following this reasoning, [KRW95] suggested to prove that

\[
C(R_{U_m \circ U_n}) \approx C(R_{U_m}) + C(R_{U_n}) \geq m + n
\]

as a first step toward proving the KRW conjecture. This challenge was met\(^7\) by [EIRS01] up to a small additive loss, and an alternative proof was given later in [HW93]. Since then, there has been no further progress on the KRW conjecture for about two decades.

1.2 Our main result: the composition of a function with the universal relation

Summing up, the KRW conjecture is about the composition of two functions \( R_{gof} \), but it was only known how to prove it for the composition of two universal relations \( R_{U_m \circ U_n} \). In this work we go a step further: we prove an analogue of the KRW conjecture for relations of the form \( R_{gof_{U_n}} \), where \( g \in \{0, 1\}^m \to \{0, 1\} \) is an arbitrary function; and where \( R_{gof_{U_n}} \) is a problem that can be naturally viewed as the composition of \( g \) with the universal relation.

---

\(^7\)In fact, they only consider the case where \( m = n \), but their argument should generalize to the case where \( m \neq n \).
We define the communication problem \( R_{g;U_n} \) as follows. Alice gets as input an \( m \times n \) matrix \( X \) and a string \( a \in g^{-1}(0) \), and Bob gets as input an \( m \times n \) matrix \( Y \) and a string \( b \in g^{-1}(1) \). Their inputs are guaranteed to satisfy Condition 2 of \( R_{U_m \circ U_n} \), i.e., for every \( j \in [n] \) such that \( a_j \neq b_j \), it holds that \( X_j \neq Y_j \). Clearly, their inputs also satisfy \( a \neq b \), as in Condition 1 of \( R_{U_m \circ U_n} \). The goal of Alice and Bob, as usual, is to find an entry on which \( X \) and \( Y \) differ.

Note that \( R_{g;U_n} \) is universal, in the sense that for any \( f : \{0,1\}^n \to \{0,1\} \), the communication problem \( R_{g;f} \) reduces to \( R_{g;U_n} \). An analogue of the KRW conjecture for \( R_{g;U_n} \) would be

\[
C(R_{g;U_n}) \approx C(g) + C(U_n) \geq C(g) + n.
\]

We prove the following closely related result.

**Theorem 1.5.** Let \( m, n \in \mathbb{N} \), and let \( g : \{0,1\}^m \to \{0,1\} \) be a non-constant function. Then,

\[
C(R_{g;U_n}) \geq \Omega (C(g)) + n - O(1 + \frac{m}{n}) \cdot \log m.
\]

In fact, we obtain Theorem 1.5 as a corollary of the following theorem, which gives a tighter bound in terms of formula complexity. Let \( L(g) \) denote the formula complexity of \( g \), and recall that \( \log L(g) \geq \Omega (C(g)) \) due to the correspondence between formula size and circuit depth. We have the following result.

**Theorem 1.6 (Main theorem).** Let \( m, n \in \mathbb{N} \), and let \( g : \{0,1\}^m \to \{0,1\} \) be a non-constant function. Then,

\[
C(R_{g;U_n}) \geq \log L(g) + n - O(1 + \frac{m}{n}) \cdot \log m.
\]

Moreover, the same lower bound applies to the logarithm of the number of leaves of any protocol for \( R_{g;U_n} \) (which is the “formula complexity” of \( R_{g;U_n} \)).

There is a good reason why the formula complexity \( L(g) \) appears in Theorem 1.6, as will be made clear in the following discussion on our techniques.

**Remark 1.7.** In the target application of the KRW conjecture, namely the proof that \( P \not\subseteq NC^1 \), the parameters can be chosen such that \( m \ll n \), so the loss of \( O(1 + \frac{m}{n}) \cdot \log m \) in Theorem 1.6 is not very important.

**Remark 1.8.** We note that Theorem 1.6 also implies a lower bound on the composition \( R_{U_m \circ U_n} \) of two universal relations, thus giving a yet another proof for the results of [EIRS01, HW93]. In fact, our techniques can be used to give a simpler proof for those results.

**Remark 1.9.** The key obstacle that makes the KRW conjecture much harder to prove than the above results of [EIRS01, HW93] is the following: in the universal relation, Alice and Bob are “symmetric”, that is, their sets of legal inputs are the same. This property makes it much easier to prove lower bounds for universal relations, and was instrumental for the results of [EIRS01, HW93]. On the other hand, KW relations do not lend themselves to this property, which makes them more difficult to analyze. The latter can be viewed as an artifact of the following conceptual difference between the universal relation and KW relations: While the KW relation \( R_f \) is a total relation (for any function \( f \)), the universal relation is not. This means, for example, that even the non-deterministic communication complexity of solving the universal relation is \( \approx n \), while the non-deterministic communication complexity of solving \( R_f \) is only \( \approx \log n \), suggesting that the latter problem might be much harder to analyze.
In our work, we get halfway to bypassing this obstacle: we get rid of the latter symmetry property in one part of the proof, but retain it in the other. More specifically, the works of [EIRS01, HW93], which analyze compositions of the form $U_m \ominus U_n$, use the symmetry property both for analyzing the “$U_m$ part” and for analyzing the “$U_n$ part”. We, on the other hand, replace $U_m$ with a function $g$, and hence we manage to get rid of the use of the symmetry property in the analysis of $U_m$. However, we retain the use of the symmetry property in our analysis of $U_n$.

1.2.1 Our techniques

Our proof uses a combinatorial counting argument, which is inspired by ideas from the information-complexity literature. Our starting point is the observation that (the logarithm of) the size of a formula $\phi$ for any function $f$ can be reinterpreted as the information that is transmitted by protocols that solve $R_f$.

To see why this is helpful, consider the KW relation $R_{g \ominus U_n}$. Intuitively, we would like to argue that in order to solve $R_{g \ominus U_n}$, Alice and Bob must solve $R_g$ (incurring a cost of $C(R_g)$), and also solve the universal relation on one of the rows of their matrices (incurring a cost of $n$). Such an argument requires decomposing the communication of Alice and Bob into communication “about” $R_g$ and communication “about” $R_{U_n}$. However, it is not clear how to do that, because Alice and Bob may “talk” simultaneously about $R_g$ and $R_{U_n}$ (e.g. by sending the XOR of a bit of $a$ and a bit of $X$).

On the other hand, when considering the information transmitted by Alice and Bob, such a decomposition comes up naturally: the information that Alice and Bob transmit can be decomposed, using the chain rule, into the information they transmit on the strings $a, b$ (which are inputs of $R_g$) and the information they transmit on the matrices $X$ and $Y$ (which consist of inputs of $R_{U_n}$). We now derive the required lower bound

$$C(R_{g \ominus U_n}) \geq \log L(g) + n - O(1 + \frac{m}{n}) \cdot \log m,$$

as follows: the information about $a$ and $b$ contributes $\log L(g)$ (which is the information cost of $R_g$); and the information about $X$ and $Y$ contributes $n$ (which is the information cost of $R_{U_n}$). Of course, implementing this argument is far from trivial, and in particular, we do not know how to extend this argument to the full KRW conjecture, i.e., KW relations of the form $R_{g \ominus f}$.

This is reminiscent of a similar phenomenon in the literature about the direct sum problem in communication complexity (e.g., [BBCR10]): the direct sum problem asks whether solving $k$ independent instances of a function is $k$ times harder than solving a single instance. The reason that information complexity is useful for studying this question is that there, too, the information transmitted by the protocol can be decomposed, using the chain rule, to the information about each of the independent instances.

This suggests that information complexity may be the “right” tool to study the KRW conjecture. In particular, since in the setting of KW relations, the information cost is analogous to the formula size, the “correct” way to state the KRW conjecture may be using formula size:

$$L(g \ominus f) \approx L(g) \cdot L(f).$$

Interestingly, the KRW conjecture is supported by the works of [And87, Hås98], which prove that

$$L(g \ominus \oplus_n) = L(g) \cdot n^2 / \text{poly log } m = L(g) \cdot L(\oplus_n) / \text{poly log}(m),$$

where $\oplus_n$ is the parity function of $n$ bits and $g$ is an arbitrary function over $m$ bits, and where the second equality follows from [Khr72].
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In the extended version of this work [GMWW13], we develop a general framework for using information-complexity arguments to analyze KW relations, and present the proof of our main result in this framework.

Organization of this paper

In Section 2, we review the required preliminaries. Then, in Section 3, we provide the proof of our main result.

2 Preliminaries

We reserve bold letters for random variables, and calligraphic letters for sets. We use \([n]\) to denote the set \([1, \ldots, n]\). For a function \(f: \mathbb{N} \to \mathbb{N}\), we denote \(\tilde{O}(f) \overset{\text{def}}{=} O(f \cdot \log^{O(1)} f)\) and \(\tilde{\Omega}(f) \overset{\text{def}}{=} \Omega(f / \log^{O(1)} f)\).

We denote the set of \(m \times n\) binary matrices by \(\{0, 1\}^{m \times n}\). For every binary \(m \times n\) matrix \(X\), we denote by \(X_j \in \{0, 1\}^n\) the \(j\)-th row of \(X\). Throughout the paper, we denote by \(\oplus_m\) the parity function over \(m\) bits.

2.1 Formulas

Definition 2.1. A formula \(\phi\) is a binary tree, whose leaves are identified with literals of the forms \(x_i\) and \(\neg x_i\), and whose internal vertices are labeled as AND (\(\land\)) or OR (\(\lor\)) gates. A formula \(\phi\) computes a Boolean function \(f: \{0, 1\}^n \to \{0, 1\}\) in the natural way. The size of a formula is the number of its leaves (which is the same as the number of its wires up to a factor of 2). We note that a single input coordinate \(x_i\) can be associated with many leaves.

Definition 2.2. The formula complexity of a Boolean function \(f: \{0, 1\}^n \to \{0, 1\}\), denoted \(L(f)\), is the size of the smallest formula that computes \(f\). The depth complexity of \(f\), denoted \(D(f)\), is the smallest depth of a formula that computes \(f\).

The following theorem establishes a tight connection between the formula complexity and the depth complexity of a function.

Theorem 2.3 ([BB94], following [Spi71, Bre74]). For every \(\alpha > 1\) the following holds: for every formula \(\phi\) of size \(s\), there exists an equivalent formula \(\phi'\) of depth \(O(\log s)\) and size \(s^\alpha\). The constant in the Big-O notation depends on \(\alpha\).

Remark 2.4. Note that we define here the depth complexity of a function as the depth of a formula that computes \(f\), while in the introduction we defined it as the depth of a circuit that computes \(f\). However, for our purposes, this distinction does not matter, since every circuit of depth \(O(\log n)\) can be transformed into a formula of the same depth and of polynomial size.

2.2 Communication complexity

Let \(\mathcal{X}, \mathcal{Y},\) and \(\mathcal{Z}\) be sets, and let \(R \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{Z}\) be a relation. The communication problem [Yao79] that corresponds to \(R\) is the following: two players, Alice and Bob, get inputs \(x \in \mathcal{X}\) and \(y \in \mathcal{Y}\), respectively. They would like to communicate and find \(z \in \mathcal{Z}\) such that \((x, y, z) \in R\). At each round,
one of the players sends a bit that depends on her/his input and on the previous messages, until
they find \( z \). The communication complexity of \( R \) is the minimal number of bits that is transmitted
by a protocol that solves \( R \). More formally, we define a protocol as a binary tree, in which every
vertex represents a possible state of the protocol, and every edge represents a message that moves
the protocol from one state to another:

**Definition 2.5.** A (deterministic) protocol that solves a relation \( R \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{Z} \) is a rooted binary
tree with the following structure:

- Every node of the tree is labeled by a rectangle \( \mathcal{X}_v \times \mathcal{Y}_v \) where \( \mathcal{X}_v \subseteq \mathcal{X} \) and \( \mathcal{Y}_v \subseteq \mathcal{Y} \). The
  root is labeled by the rectangle \( \mathcal{X} \times \mathcal{Y} \). Intuitively, the rectangle \( \mathcal{X}_v \times \mathcal{Y}_v \) is the set of pairs of
  inputs that lead the players to the node \( v \).
- Each internal node \( v \) is owned by Alice or by Bob. Intuitively, \( v \) is owned by Alice if at
  state \( v \), it is Alice’s turn to speak, and same for Bob.
- Every edge of the tree is labeled by either 0 or 1.
- For every internal node \( v \) that is owned by Alice, the following holds: let \( v_0 \) and \( v_1 \) be the
  children of \( v \) associated with the out-going edges labeled with 0 and 1, respectively. Then,
  \[ \mathcal{X}_v = \mathcal{X}_{v_0} \cup \mathcal{X}_{v_1}, \quad \text{and} \quad \mathcal{X}_{v_0} \cap \mathcal{X}_{v_1} = \emptyset. \]
  \[ \mathcal{Y}_v = \mathcal{Y}_{v_0} = \mathcal{Y}_{v_1}. \]
  Intuitively, when the players are at the vertex \( v \), Alice transmits 0 if her input is in \( \mathcal{X}_{v_0} \) and
  1 if her input is in \( \mathcal{X}_{v_1} \). An analogous property holds for notes owned by Bob, while changing
  the roles of \( \mathcal{X} \) and \( \mathcal{Y} \).
- For each leaf \( \ell \), there exists a value \( z \) such that \( \mathcal{X}_\ell \times \mathcal{Y}_\ell \times \{ z \} \subseteq \mathcal{R} \). Intuitively, \( z \) is the output
  of the protocol at \( \ell \).

**Definition 2.6.** The communication complexity of a protocol \( \Pi \), denoted \( C(\Pi) \), is the the depth of
the protocol tree. In other words, it is the maximum number of bits that can be transmitted in an
invocation of the protocol on any pair of inputs \((x, y)\). For a relation \( R \), we denote by \( C(R) \) the
minimal communication complexity of a (deterministic) protocol that solves \( R \).

**Definition 2.7.** Given a protocol \( \Pi \), the transcript \( \Pi(x, y) \) is the string that consists of the messages
of Alice and Bob in the protocol when they get the inputs \( x \) and \( y \), respectively. More formally,
observe that for every \((x, y) \in \mathcal{X} \times \mathcal{Y} \), there is a unique leaf \( \ell \) such that \((x, y) \in \mathcal{X}_\ell \times \mathcal{Y}_\ell \). The
transcript \( \Pi(x, y) \) is the string that is obtained by concatenating the labels of the edges on the path
from the root to the leaf \( \ell \) . We will sometimes identify \( \Pi(x, y) \) with the leaf \( \ell \) itself.

We now define a notion of protocol size that is analogous to the notion of formula size.

**Definition 2.8.** We define the size of a protocol \( \Pi \) to be its number of leaves. Note that this is also the number of distinct transcripts of the protocol. We define the protocol size of a relation \( R \),
denoted \( L(R) \), as the size of the smallest protocol that solves it.

We will sometimes invoke a protocol \( \Pi \) on inputs that are random variables \( x, y \). In such a case,
the transcript is a random variable as well. With some abuse of notation, we will use \( \Pi \overset{\text{def}}{=} \Pi(x, y) \)
to denote this random transcript.
2.3 Karchmer-Wigderson relations

In the remainder of this section, we provide some background, including the formal definitions and extensions which are required in order to state and understand our main result. The familiar reader may want to skip the overview below and jump to the actual proof in Section 3.

We start by defining KW relations formally, and give a sketch of the correspondence between KW relations and formulas. In addition, in Section 2.3.1, we introduce a useful generalization of KW relations, which we call “relaxed KW problems”.

Definition 2.9. Let $\mathcal{X}, \mathcal{Y} \subseteq \{0,1\}^n$ be two disjoint sets. The KW relation $R_{\mathcal{X},\mathcal{Y}} \subseteq \mathcal{X} \times \mathcal{Y} \times [n]$ is defined by

$$R_{\mathcal{X},\mathcal{Y}} \overset{\text{def}}{=} \{(x,y,i) : x_i \neq y_i\}$$

Intuitively, $R_{\mathcal{X},\mathcal{Y}}$ corresponds to the communication problem in which Alice gets $x \in \mathcal{X}$, Bob gets $y \in \mathcal{Y}$, and they would like to find a coordinate $i \in [n]$ such that $x_i \neq y_i$ (note that $x \neq y$ since $\mathcal{X} \cap \mathcal{Y} = \emptyset$).

Definition 2.10. Let $f : \{0,1\}^n \rightarrow \{0,1\}$ be a non-constant function. The KW relation of $f$, denoted $R_f$, is defined by $R_f \overset{\text{def}}{=} R_{f^{-1}(0), f^{-1}(1)}$.

Definition 2.11. Let $\mathcal{X}, \mathcal{Y} \subseteq \{0,1\}^n$ be two disjoint sets. We say that a formula $\phi$ separates $\mathcal{X}$ and $\mathcal{Y}$ if $\phi(\mathcal{X}) = 0$ and $\phi(\mathcal{Y}) = 1$.

Theorem 2.12 (Implicit in [KW90]). Let $\mathcal{X}, \mathcal{Y} \subseteq \{0,1\}^n$ be two disjoint sets. Then, for every formula $\phi$ that separates $\mathcal{X}$ and $\mathcal{Y}$, there exists a protocol $\Pi_\phi$ that solves $R_{\mathcal{X},\mathcal{Y}}$, whose underlying tree is the same as the underlying tree of $\phi$. In the other direction, for every protocol $\Pi$ that solves $R_{\mathcal{X},\mathcal{Y}}$ there exists a formula $\phi_\Pi$ that separates $\mathcal{X}$ and $\mathcal{Y}$, whose underlying tree is the same as the underlying tree of $\Pi$.

Proof. For the first direction, let $\phi$ be a formula such that separates $\mathcal{X}$ and $\mathcal{Y}$. We construct $\Pi_\phi$ by induction: if $\phi$ is of size 1, then $\phi$ is a single literal of the form $x_i$ or $\neg x_i$. This implies that all the strings in $\mathcal{X}$ differ from all the strings in $\mathcal{Y}$ on the coordinate $i$. Therefore, we define $\Pi_\phi$ as the protocol in which the players do not interact, and always output $i$. Note that the protocol tree $\Pi_\phi$ indeed has the same structure as the tree of $\phi$.

Next, assume that $\phi = \phi_0 \land \phi_1$ (if $\phi = \phi_0 \lor \phi_1$ the construction is analogous). Let us denote by $\mathcal{X}_0$ and $\mathcal{X}_1$ the sets of strings $x$ such that $\phi_0(x) = 0$ and $\phi_1(x) = 0$, respectively, and observe that $\mathcal{X} = \mathcal{X}_0 \cup \mathcal{X}_1$. Moreover, observe that $\phi_0(\mathcal{Y}) = \phi_1(\mathcal{Y}) = 1$. We now define $\Pi_\phi$ as follows: Alice sends Bob a bit $b$ such that her input belongs to $\mathcal{X}_b$, and then they execute the protocol $\Pi_{\phi_b}$. It is easy to see that $\Pi_\phi$ indeed solves $R_{\mathcal{X},\mathcal{Y}}$, and that the protocol tree of $\Pi_\phi$ has the same structure as the tree of $\phi$. This concludes the first direction.

For the second direction, let $\Pi$ be a protocol that solves $R_{\mathcal{X},\mathcal{Y}}$. Again, we construct $\phi_\Pi$ by induction: if $\Pi$ is of size 1, then it consists of a single leaf that is labeled with some coordinate $i$. This implies that all the strings in $\mathcal{X}$ differ from all the strings in $\mathcal{Y}$ on the coordinate $i$. If for all $x \in \mathcal{X}$ it holds that $x_i = 0$, we define $\phi_\Pi$ to be the literal $x_i$, and otherwise we define it to be the literal $\neg x_i$. Note that the tree of $\phi_\Pi$ indeed has the same structure as the tree of $\Pi$.

Next, assume that Alice speaks first at $\Pi$ (if Bob speaks first, the construction is analogous). Let us denote $\mathcal{X}_0$ and $\mathcal{X}_1$ the sets of strings $x$ on which Alice sends the bit 0 and 1 as her first message, respectively. Let $\Pi_0$ and $\Pi_1$ be the residual protocols obtained from $\Pi$ by conditioning on Alice’s message, and note that by induction there exist formulas $\phi_{\Pi_0}$ and $\phi_{\Pi_1}$ such that $\phi_{\Pi_b}$
separates $X_0$ and $Y$. We now define $\phi_\Pi \overset{\text{def}}{=} \phi_{\Pi_0} \land \phi_{\Pi_1}$. It is easy to see that $\phi_\Pi$ indeed separates $X$ and $Y$, and to see that the tree of $\phi_\Pi$ has the same structure as the tree of $\Pi$. This concludes the second direction.

**Corollary 2.13.** Let $f : \{0,1\}^n \rightarrow \{0,1\}$. Then, for every formula $\phi$ for $f$, there exists a protocol $\Pi_\phi$ that solves $R_f$ whose underlying tree is the same as the underlying tree of $\phi$. In the other direction, for every protocol $\Pi$ that solves $R_f$ there exists a formula $\phi_\Pi$ for $f$ whose underlying tree the same as the underlying tree of $\Pi$.

**Corollary 2.14.** For every non-constant $f : \{0,1\}^n \rightarrow \{0,1\}$, it holds that $D(f) = C(R_f)$, and $L(f) = L(R_f)$.

### 2.3.1 Relaxed Karchmer-Wigderson problems

In this section, we introduce the notion of “relaxed KW problems”. Intuitively, these are KW relations that only require that the players “almost” find a coordinate $i$ such that $x_i \neq y_i$. This relaxation turns out to be useful at a certain point in our proof, where we want to argue that the players have to “almost” solve a KW relation.

More formally, given a Boolean function $f : \{0,1\}^n \rightarrow \{0,1\}$ and a number $t \in \mathbb{N}$, the relaxed KW problem $R_f(t)$ is a communication problem in which Alice wants to find a set $\mathcal{I}$ of size less than $t$ such that $x|_{\mathcal{I}} \neq y|_{\mathcal{I}}$. This relaxes the definition of KW relations in two ways:

1. Unlike the standard KW relation, Alice is not required to know a particular coordinate $i$ such that $x_i \neq y_i$. Instead, she only needs to isolate it to a “small” set $\mathcal{I}$. The parameter $t$ measures the amount of Alice’s uncertainty about the coordinate $i$.

2. Moreover, unlike the standard KW relation, we do not require that at the end of the protocol, both players know the set $\mathcal{I}$. Instead, we only require that Alice knows the set $\mathcal{I}$.

The second relaxation above implies that a “relaxed KW problem” can not be defined as a relation, in the same way we defined communication problems until this point. This leads us to the following definition of the relaxed KW problem.

**Definition 2.15.** Let $f : \{0,1\}^n \rightarrow \{0,1\}$ be a non-constant function and let $t \in \mathbb{N}$. Let $\Pi$ be a protocol whose root is labeled by the rectangle $f^{-1}(0) \times f^{-1}(1)$. We say that $\Pi$ solves the relaxed KW problem $R_f(t)$ if it satisfies the following requirement:

- For every leaf $\ell$ of $\Pi$ that is labeled by a rectangle $X_\ell \times Y_\ell$, and for every $x \in X_\ell$, there exists a set $\mathcal{I} \subseteq [n]$, $|\mathcal{I}| < t$, such that for every $y \in Y_\ell$ it holds that $x|_{\mathcal{I}} \neq y|_{\mathcal{I}}$.

**Remark 2.16.** Note that in Definition 2.15, the fact that $\mathcal{I}$ is determined by both $\ell$ and $x$ means that Alice knows the set $\mathcal{I}$, but Bob does not necessarily know it.

**Remark 2.17.** It is tempting to guess that $R_f(1)$ is the same as $R_f$, but it is not: in the communication problem $R_f$, Bob is required to know $i$ at the end of the protocol, while in $R_f(1)$, he is not. In particular, if $f$ is the AND function, then $C(R_f) = \log n$ while $C(R_f(1)) = 0$.

**Remark 2.18.** Definition 2.15 is inspired by the definition of $k$-limit by [HJP95, Definition 2.1].

We now prove the following easy proposition, which says that the relaxed KW problem $R_f(t)$ is not much easier than the original KW relation $R_f$. 

---

1. It is tempting to guess that $R_f(1)$ is the same as $R_f$, but it is not.
Proposition 2.19. Let \( f : \{0, 1\}^n \to \{0, 1\} \), and let \( t \in \mathbb{N} \). Then,
\[
C(R_f(t)) \geq C(R_f) - t \cdot (\log n + 2) \\
L(R_f(t)) \geq 2^{-t(\log n + 2)} \cdot L(R_f).
\]

Proof. We prove the proposition by reducing \( R_f \) to \( R_f(t) \). Let \( \Pi \) be a protocol for \( R_f(t) \). We show that there exists a protocol \( \Pi' \) for \( R_f \) such that
\[
C(\Pi') \leq C(R_f) + t \cdot (\log n + 2) \\
L(R_f(t)) \leq 2^{t(\log n + 2)} \cdot L(R_f).
\]

The protocol \( \Pi' \) for \( R_f \) is defined as follows: when Alice and Bob get inputs \( x \) and \( y \), respectively, they invoke the protocol \( \Pi \) on their inputs, thus reaching a leaf \( \ell \). By Definition 2.15, there exists a set \( I \subseteq [n] \), \( |I| < t \), such that \( x_I \neq y_I \) for every \( y' \) that is supported by \( \ell \). Alice now sends the set \( I \) and the string \( x_I \) to Bob, and Bob replies with \( y_I \). At this point, they both know a coordinate on which \( x \) and \( y \) differ, and the protocol ends.

The correctness of the protocol \( \Pi' \) is easy to verify. To analyze its communication complexity and size, observe that after reaching the leaf \( \ell \), Alice and Bob transmit at most
\[
|I| \cdot \log n + 2 \cdot |I| < t \cdot (\log n + 2)
\]
bits: \( |I| \cdot \log n \) bits for transmitting the set \( I \) itself, and another \( 2 \cdot |I| \) bits for transmitting \( a|I| \) and \( b|I| \). This implies that the protocol tree of \( \Pi' \) can be obtained from the protocol tree of \( \Pi \) by replacing each leaf of \( \Pi \) with a binary tree that has at most \( 2^{t(\log n + 2)} \) leaves and is of depth at most \( t \cdot (\log n + 2) \). The required upper bounds on \( C(\Pi') \) and \( L(\Pi') \) follow. \( \blacksquare \)

2.4 The universal relation and its compositions

In this section, we define the universal relation and its compositions formally. We caution that the following definitions are slightly different from the ones given in the introduction: for example, in the definition given in the introduction, the players were promised that \( x \neq y \). On the other hand, in the following definition, they are not given this promise, but are allowed to reject if the promise does not hold. This modification was suggested by [HW93].

Definition 2.20. The universal relation \( R_{U_n} \) is defined as follows:
\[
R_{U_n} \overset{\text{def}}{=} \{(x, y, i) : x \neq y \in \{0, 1\}^n, i \in [n], x_i \neq y_i\} \cup \{(x, x, \bot) : x \in \{0, 1\}^n\}.
\]

This corresponds to the communication problem in which Alice and Bob get strings \( x \) and \( y \), respectively, and are required to output a coordinate \( i \) on which \( x \) and \( y \) differ, or the special rejection symbol \( \bot \) if \( x = y \).

We use Definition 2.20 rather than the definition in the introduction because it is more convenient to work with. For example, using Definition 2.20, it is trivial to prove a lower bound on the communication complexity of this relation: the easiest way to see it is to note that the task of checking whether two strings are equal reduces to \( R_{U_n} \), and the communication complexity of this task is well known to be at least \( n \).

We note, however, that the difference between Definition 2.20 and the definition of the introduction does not change the communication complexity of \( R_{U_n} \) substantially. To see it, suppose that there is a protocol \( \Pi \) that solves \( R_{U_n} \) under the promise that \( x \neq y \). Then, there is a protocol \( \Pi' \) that solves \( R_{U_n} \) without this promise using two more bits: given inputs \( x \) and \( y \) which may be equal, the players invoke the protocol \( \Pi \). Suppose \( \Pi \) outputs a coordinate \( i \). Now, the players check whether \( x_i \neq y_i \) by exchanging two more bits. If they find that \( x_i = y_i \), they reject, and otherwise they output \( i \).
2.5 A combinatorial lemma

In this section, we state and prove a combinatorial lemma that will be used in proof of our main result. The motivation for this lemma comes from the following question in communication complexity, which will be encountered in the forthcoming sections: suppose Alice and Bob get as inputs $x, y \in \Sigma^m$ for some finite alphabet $\Sigma$. They would like to verify that their inputs agree on at least $h$ coordinates. We wish to prove that Alice and Bob must transmit at least $h \cdot \log |\Sigma|$ bits.

This communication problem motivates the definition of the following property of sets of strings.

**Definition 2.21.** Let $\Sigma$ be a finite alphabet, let $h, m \in \mathbb{N}$, and let $\mathcal{S} \subseteq \Sigma^m$. We say that $\mathcal{S}$ satisfies the $h$-agreement property if every two strings in $\mathcal{S}$ agree on at least $h$ coordinates.

Now, in order to prove the lower bound on the above communication problem, we need an upper bound on the size of sets that satisfy the $h$-agreement property.

The most straightforward way to construct a set that satisfies the $h$-agreement property is to fix a set of coordinates $I \subseteq [m]$ of size $h$, and take all the strings whose restriction to $I$ is some fixed string. A set $\mathcal{S}$ constructed this way will be of size $|\Sigma|^m - h$. The following theorem says that this is the optimal way of constructing such a set.

**Theorem 2.22 ([FT99, Corollary 1]).** Let $\mathcal{S} \subseteq \Sigma^m$ be a set that satisfies the $h$-agreement property, and suppose that $|\Sigma| \geq h + 1$. Then $|\mathcal{S}| \leq |\Sigma|^{m-h}$.

The proof of [FT99] is quite non-trivial. For completeness, we provide a simple proof of the following two weaker lemmas, which are sufficient to prove our main result. The following lemma and its proof are due to [ADFS04, Claim 4.1] (following [GL74, Theorem 1]).

**Lemma 2.23.** Let $\Gamma$ be a finite set of size at least $m$, and let $\mathcal{S} \subseteq \Gamma^m$ be a set that satisfies the 1-agreement property. Then $|\mathcal{S}| \leq |\Gamma|^{m-1}$.

**Proof.** Let us view $\Gamma$ as some additive group of size $|\Gamma|$, say $\mathbb{Z}_{|\Gamma|}$. Consider the following subgroup of $\Gamma^m$:

$$ C = \left\{ \left( \sigma, \ldots, \sigma \right) \mid \sigma \in \Gamma \right\}. $$

Observe that $|C| = |\Gamma|$, so the number of distinct cosets $x + C$ is $|\Gamma|^{m-1}$.

Now, assume for the sake of contradiction that $|\mathcal{S}| > |\Gamma|^{m-1}$. By the pigeonhole principle, there exist two distinct strings $x, y \in \mathcal{S}$ such that $x + C = y + C$. Equivalently, it holds that $x - y \in C$, that is, $x - y = \left( \underbrace{\sigma, \ldots, \sigma}_m \right)$ for some non-zero $\sigma \in \Gamma$. But this means that $x$ and $y$ differ on all their coordinates, contradicting the assumption that $x, y \in \mathcal{S}$ (since $\mathcal{S}$ satisfies the 1-agreement property).

The following lemma generalizes the above argument of [ADFS04] to $h$-agreement for any value of $h$, but only holds when the alphabet is a finite field of size at least $m$.

**Lemma 2.24.** Let $\mathbb{F}$ be a finite field, let $m \in \mathbb{N}$ be such that $m \leq |\mathbb{F}|$, and let $\mathcal{S} \subseteq \mathbb{F}^m$ be a set that satisfies the $h$-agreement property. Then $|\mathcal{S}| \leq |\mathbb{F}|^{m-h}$.

**Proof.** We start with some notation. Let $H \subseteq \mathbb{F}$ be an arbitrary set of size $m$, and let us identify strings in $\mathbb{F}^m$ with functions $f : H \rightarrow \mathbb{F}$. Furthermore, let $C$ be the set of such functions that are univariate polynomials of degree at most $h - 1$. Observe that $|C| = |\mathbb{F}|^h$, so the number of distinct cosets $x + C$ is $|\mathbb{F}|^{m-h}$.
Now, assume for the sake of contradiction that \(|S| > |\mathbb{F}|^{m-h}\). By the pigeonhole principle, there exist two distinct strings \(x, y \in S\) such that \(x + C = y + C\). Equivalently, it holds that \(x - y \in C\), that is, \(x - y\) is a non-zero univariate polynomial of degree at most \(h-1\). But, such a polynomial has at most \(h-1\) roots, and therefore \(x\) and \(y\) may agree on at most \(h-1\) coordinates, contradicting the assumption that \(x, y \in S\) (since \(S\) satisfies the \(h\)-agreement property).

\[\] 3 Our Main Result

In this section, we provide the proof of our main result. Let \(g : \{0,1\}^m \to \{0,1\}\). We consider the relation \(R_{goU_n}\), which corresponds to the following communication problem: Alice gets as input a matrix \(X \in \{0,1\}^{m \times n}\) and a string \(a \in g^{-1}(0)\). Bob gets a matrix \(Y \in \{0,1\}^{m \times n}\) and a vector \(b \in g^{-1}(1)\). Their goal is to find an entry \((j,i)\) on which \(X\) and \(Y\) differ, but they are allowed to reject if there exists an index \(j \in [m]\) such that \(a_j \neq b_j\) but \(X_j = Y_j\). Formally,

**Definition 3.1.** Let \(g : \{0,1\}^m \to \{0,1\}\), and \(n \in \mathbb{N}\). The relation \(R_{goU_n}\) is defined by

\[
R_{goU_n} \overset{\text{def}}{=} \{(X,a),(Y,b),(j,i)\} : X,Y \in \{0,1\}^{m \times n}, a \in g^{-1}(0), b \in g^{-1}(1), X_{j,i} \neq Y_{j,i}\}
\]

\[\]

\[
\cup \{(X,a),(Y,b),\bot\} : X,Y \in \{0,1\}^{m \times n}, a \in g^{-1}(0), b \in g^{-1}(1), \exists j : a_j \neq b_j, X_j = Y_j\}.
\]

**Theorem 1.6** (Main Theorem). Let \(m,n \in \mathbb{N}\), and let \(g : \{0,1\}^m \to \{0,1\}\) be a non-constant function. Then,

\[
C(R_{goU}) \geq \log L(R_{goU_n}) \geq \log L(g) + n - O(1 + \frac{m}{n}) \cdot \log m.
\]

In the rest of this section, we prove Theorem 1.6. We note that only the second inequality requires a proof, whereas the first inequality is trivial since a binary tree of depth \(c\) has at most \(2^c\) leaves. Let \(m,n \in \mathbb{N}\), let \(g : \{0,1\}^m \to \{0,1\}\), and let \(\Pi\) be a protocol for \(R_{goU_n}\). We would like to prove that \(\Pi\) has at least \(L(g) \cdot 2^{n - O(1 + \frac{m}{n}) \cdot \log m}\) leaves.

The basic idea for the proof is the following. We lower-bound the number of leaves that output the rejection symbol \(\bot\). For each such leaf \(\ell\), Alice and Bob must be convinced that there exists some \(j \in [m]\) such that \(a_j \neq b_j\) but \(X_j = Y_j\). In particular:

1. They must be convinced that \(X\) and \(Y\) agree on at least one row. This is where we gain the factor of \(2^n\) in the number of leaves.

2. They either find an index \(j \in [m]\) such that \(a_j \neq b_j\), or they do not:

   (a) If they do find such a \(j\), then they must solve \(R_g\). This gains a factor of \(L(g)\) in the number of leaves.

   (b) If they do not find such a specific index \(j\), then they must be convinced that \(X\) and \(Y\) agree on many rows. However, this forces them to reveal a lot of information about the matrices \(X\) and \(Y\), and they cannot afford to do it for most matrices.

We turn to the formal proof. The following technical definition is useful.

**Definition 3.2** (Supporting Leafs). Let \(\ell\) be a leaf of \(\Pi\) and let \(X_\ell \times Y_\ell\) be its corresponding rectangle.

- We say that the leaf \(\ell\) supports a matrix \(X \in \{0,1\}^{m \times n}\) if \(X\) can be given as an input to both players at \(\ell\). Formally, \(\ell\) supports \(X\) if there exist \(a,b \in \{0,1\}^m\) such that \((X,a) \in X_\ell\) and \((X,b) \in Y_\ell\). We also say that \(X\) is supported by \(\ell\) and \(a\), or by \(\ell\) and \(b\). Note that the leaf \(\ell\) must be a leaf that outputs \(\bot\).
• We say that the leaf \( \ell \) supports \( a \in g^{-1}(0) \) if \( a \) can be given as input to Alice at \( \ell \). Formally, \( \ell \) supports \( a \) if there exists a matrix \( X \in \{0,1\}^{m\times n} \) such that \( (X,a) \in \mathcal{X}_\ell \). A similar definition applies to strings \( b \in g^{-1}(1) \).

In order to prove a lower bound on \( L(\Pi) \), we double count the number of pairs \((\ell,X)\), where \( \ell \) is a leaf of \( \Pi \) that outputs \( \perp \), and \( X \) is a matrix that is supported by \( L \). Specifically, in the next two subsections, we prove the following lemmas, which together imply Theorem 1.6.

**Lemma 3.3.** The number of pairs \((\ell,X)\) is at most \( L(\Pi) \cdot 2^{(m-1)n} \).

**Lemma 3.4.** The number of pairs \((\ell,X)\) is at least \( 2^{mn - O(1 + \frac{m}{n}) \log m} \cdot L(g) \).

### 3.1 Proof of Lemma 3.3

We would like to prove that the number of pairs \((\ell,X)\) is at most \( L(\Pi) \cdot 2^{(m-1)n} \). To this end, we prove that every leaf can support at most \( 2^{(m-1)n} \) matrices. Fix a leaf \( \ell \), and let \( T \) be the set of matrices supported by \( \ell \). We prove that \( |T| \leq 2^{(m-1)n} \).

Intuitively, the reason for this upper bound is that at \( \ell \), Alice and Bob must be convinced that their matrices agree on at least one row. This intuition is formalized as follows.

**Claim 3.5.** Every two matrices \( X, X' \) in \( T \) agree on at least one row.

**Proof.** We use a standard “fooling set” argument. Let \( \mathcal{X}_\ell \times \mathcal{Y}_\ell \) denote the rectangle that corresponds to \( \ell \). Suppose, for the sake of contradiction, that there exist \( X, X' \in T \) that do not agree on any row. By definition of \( T \), it follows that there exist \( a \in g^{-1}(0) \) and \( b \in g^{-1}(1) \) such that \((X,a) \in \mathcal{X}_\ell \) and \((X',b) \in \mathcal{Y}_\ell \). In particular, this means that if we give to Alice and Bob the inputs \((X,a)\) and \((X',b)\), respectively, the protocol will reach the leaf \( \ell \).

However, this is a contradiction: on the one hand, \( \ell \) is a leaf on which the protocol outputs \( \perp \). On the other hand, the players are not allowed to output \( \perp \) on inputs \((X,a)\), \((X',b)\), since \( X \) and \( X' \) differ on all their rows, and in particular differ on the all the rows \( j \) for which \( a_j \neq b_j \). The claim follows.

Finally, we observe that Claim 3.5 is just another way of saying that \( T \) satisfies the 1-agreement property (Definition 2.21), when viewed as a set of strings in \( \Sigma^m \) over the alphabet \( \Sigma = \{0,1\}^n \). Therefore, Lemma 2.23 implies that \(|T| \leq 2^{(m-1)n} \), as required.

### 3.2 Proof of Lemma 3.4

We would like to prove that the number of pairs \((\ell,X)\) is at least \( 2^{mn - O(1 + \frac{m}{n}) \log m} \cdot L(g) \). We start with the following auxiliary definition of the protocol \( \Pi_X \), which can be thought of as the protocol obtained from \( \Pi \) by fixing the players’ matrices to be \( X \). The following definition will be useful for formalizing what it means that \( \Pi \) solves \( R_g \).

**Definition 3.6** (Protocol Subtrees). Let \( X \in \{0,1\}^{m\times n} \). Let \( \Pi_X \) be the protocol that is obtained from \( \Pi \) as follows: in the protocol tree of \( \Pi \), we replace each rectangle \( \mathcal{X}_{v} \times \mathcal{Y}_{v} \) with the rectangle \( \mathcal{X}'_{v} \times \mathcal{Y}'_{v} \) defined by

\[
\mathcal{X}'_{v} \overset{\text{def}}{=} \{ a : (X,a) \in \mathcal{X}_{v} \} \\
\mathcal{Y}'_{v} \overset{\text{def}}{=} \{ b : (X,b) \in \mathcal{Y}_{v} \}.
\]

Then, we remove all vertices whose rectangles are empty, and merge all pairs of vertices that have identical rectangles.
In order to prove the lower bound, we partition the matrices $X$ into “good matrices” and “bad matrices”. Intuitively, a “good matrix” is a matrix $X$ for which $\Pi_X$ solves $R_g$. We will derive the lower bound by showing that for each good matrix $X$, there are about $L(g)$ pairs $(\ell, X)$, and that there are many good matrices. We define good and bad matrices as follows.

**Definition 3.7 (Good Matrices).** Let $t \overset{\text{def}}{=} \lceil \frac{6m}{n} \rceil + 2$. A matrix $X \in \{0, 1\}^{m \times n}$ is good if $\Pi_X$ is a protocol that solves the relaxed KW problem $R_g(t)$ (see Definition 2.15). Otherwise, we say that $X$ is bad.

The following lemma says that good matrices have many pairs $(\ell, X)$, and it is an immediate corollary of Proposition 2.19 (which says that $R_g(t)$ is not much easier than $R_g$).

**Lemma 3.8.** For every good matrix $X$, the protocol $\Pi_X$ has at least $2 - t \cdot (\log m + 2) \cdot L(g)$ leaves. In other words, there are at least $2 - t \cdot (\log m + 2) \cdot L(g)$ pairs $(\ell, X)$.

In the next subsection, we will prove the following lemma, which says that there are not many bad matrices, and therefore there are many good matrices.

**Lemma 3.9.** The number of bad matrices is at most $2 - m \cdot 2^m \cdot n$. Thus, the number of good matrices is at least $(1 - 2^{-m}) \cdot 2^m \cdot n \geq 2^{m-n} - 1$.

Together, Lemmas 3.8 and 3.9 imply Lemma 3.4, as required.

### 3.2.1 Proof of Lemma 3.9

The intuition for the proof is the following: recall that Alice and Bob output $\bot$, and this means that they have to be convinced that their matrices agree on some row $j$ for which $a_j \neq b_j$. However, when $X$ is bad, Alice and Bob do not know an index $j$ such that $a_j \neq b_j$ at the end of the protocol. This means that they have to be convinced that they agree on many rows, as otherwise they run the risk of rejecting a legal pair of inputs. But verifying that they agree on many rows is very costly, and they can only do so for few matrices. We formalize this below.

First, recall that a matrix $X$ is bad if and only if $\Pi_X$ does not solve the relaxed KW problem $R_g(t)$. This implies that there exists some leaf $\ell'$ of $\Pi_X$, which is labeled with a rectangle $X'_\ell \times Y'_\ell$, and a string $a \in X'_\ell$, such that the following holds:

- For every $J \subseteq [m]$ such that $|J| < t$, there exists $b \in Y'_\ell$ such that $a|_J = b|_J$.

Going back from $\Pi_X$ to $\Pi$, it follows that there exists some leaf $\ell$ of $\Pi$, which is labeled with a rectangle $X_\ell \times Y_\ell$, and a string $a \in g^{-1}(0)$, such that the following holds:

- $(X, a) \in X_\ell$.

- For every $J \subseteq [m]$ such that $|J| < t$, there exists $b \in g^{-1}(1)$ such that $a|_J = b|_J$ and $(X, b) \in Y_\ell$.

Now, without loss of generality, we may assume that

$$L(\Pi) \leq L(g) \cdot 2^n \leq 2^{m+n},$$

since otherwise Theorem 1.6 would follow immediately. Therefore, it suffices to prove that every pair of a leaf $\ell$ and a string $a$ is “responsible” for at most $2^{-(3m+n)} \cdot 2^{m-n}$ bad matrices. This would imply that there are at most $2^{-m} \cdot 2^{m-n}$ bad matrices, by summing over all leaves of $\Pi$ (at most $2^{m+n}$) and all strings $a$ (at most $2^n$).
To this end, fix a leaf $\ell$ of $\Pi$ and a string $a \in g^{-1}(0)$. Let $\mathcal{T}$ be the set of bad matrices that are supported by $\ell$ and $a$. We prove that $|\mathcal{T}| \leq 2^{-(3m+n)} \cdot 2^{m-n}$. The key idea is that since Alice does not know a small set $J$ such that $a|_J \neq b|_J$, Alice and Bob must be convinced that their matrices agree on at least $t$ rows. This intuition is made rigorous in the following statement.

**Claim 3.10.** Every two matrices $X, X' \in \mathcal{T}$ agree on at least $t$ rows.

**Proof.** Let $X, X' \in \mathcal{T}$, and let $J$ be the set of rows on which they agree. By definition of $\mathcal{T}$, it holds that $(X, a), (X', a) \in \mathcal{T}$. Suppose that $|J| < t$. Then, by the assumption on $\ell$ and $a$, there exists $b \in g^{-1}(1)$ such that $(X, b) \in \mathcal{Y}_\ell$ and $a|_J = b|_J$.

Next, observe that if we give the input $(X', a)$ to Alice and $(X, b)$ to Bob, the protocol will reach the leaf $\ell$. Now, $\ell$ is a rejecting leaf, and therefore there must exist some index $j \in [m]$ such that $a_j \neq b_j$ but $X_j = X'_j$. However, we know that $a|_J = b|_J$, and therefore $j \notin J$. It follows that $X$ and $Y$ agree on a row outside $J$, contradicting the definition of $J$. ■

Finally, we observe that Claim 3.10 is just another way of saying that $\mathcal{T}$ satisfies the $t$-agreement property (Definition 2.21), when viewed as a set of strings in $\mathbb{F}^m$ over the alphabet $\mathbb{F} = \{0, 1\}^n$. Therefore, Lemma 2.24 implies that $|\mathcal{T}| \leq 2^{(m-t)n}$. Wrapping up, it follows that

$$|\mathcal{T}| \leq \begin{cases} 2^{(m-t)n} \\ 2^{(m-\frac{3n}{2}-1)n} \\ \frac{2}{2^m} \cdot 2^{m-n}, \end{cases}$$

as required.

**Remark 3.11.** Note that Lemma 2.24 can only be applied if $m \leq 2^n$. However, this can be assumed without loss of generality, since for $m \geq 2^n$, the lower bound of Theorem 1.6 becomes less than $\log L(g)$. However, it is easy to prove a lower bound of $\log L(g)$ on $\log L(R_{g \circ U_n})$ by reducing $R_g$ to $R_{g \circ U_n}$.
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Note that Lemma 2.24 requires that $m \leq |\mathbb{F}|$. However, we may assume this inequality without loss of generality, since otherwise Theorem 1.6 holds vacuously.


