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#### Abstract

Given a multiple-valued function $f$, we deal with the problem of selecting its single-valued branches. This problem can be stated in a rather abstract setting considering a metric space $E$ and a finite group $G$ of isometries of $E$. Given a function $f$, which takes values in the equivalence classes of $E / G$, the problem consists of finding a map $g$ with the same domain as $f$ and taking values in $E$, such that at every point $t$ the equivalence class of $g(t)$ coincides with $f(t)$.

If the domain of $f$ is an interval, we show the existence of a function $g$ with these properties which, moreover, has the same modulus of continuity of $f$. In the particular case where $E$ is the product of $Q$ copies of $\mathbb{R}^{n}$ and $G$ is the group of permutations of $Q$ elements, it is possible to introduce a notion of differentiability for multiple-valued functions. In this case, we prove that the function $g$ can be constructed in such a way to preserve $C^{k, \alpha}$ regularity.

Some related problems are also discussed.
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## 1. Introduction

The theory of multiple-valued functions in the sense of Almgren (see [2]) has several applications in the framework of geometric measure theory. Indeed, multiplevalued functions represent a very effective tool to approximate more abstract objects arising in geometric measure theory. For example, Almgren (see [2]) shows that some rectifiable currents are approximated by the graph of Lipschitz multiplevalued functions. A special class of varifolds with second fundamental form in $L^{p}$, introduced by Hutchinson (see [12]), can be locally represented by the graph of a multiple-valued function. There are also other objects similar to these functions, like the union of Sobolev's functions graphs introduced by Ambrosio, Gobbino \& Pallara (see [6]), or the weak limits of the union of graphs of $C^{\alpha}$ functions proposed by De Giorgi (see $[8,9]$ ). The relations between these objects and Hutchinson's varifolds are investigated in [6].

[^0]A general abstract setting to deal with multiple-valued functions is the following (see Section 2 for details). Given a metric space $(E, d)$ and a finite group $G$ of isometries of $E$, the quotient space $E / G$ can be endowed with the quotient metric $\tilde{d}$ in a natural way. Moreover, for every $x \in E$ we denote by $[x] \in E / G$ the orbit of $x$ under $G$, i.e. the set $\{\tau x\} \subset E$ as $\tau$ ranges through $G$.

Given a map $f: A \mapsto E / G$, where $A$ is some set, the selection problem for $f$ is the following: to find $\tilde{f}: A \mapsto E$ such that $[\tilde{f}(t)]=f(t)$ holds for every $t \in A$. It is clear that this problem can always be solved by virtue of the Zorn lemma: in the following, however, we shall be concerned with the existence of a selection which preserves some properties of $f$ such as continuity, but also differentiability and higher regularity (provided, of course, that the structure of $E$ allows some notion of smoothness).

In the case where the set $A$ is an interval, we can prove that every continuous path admits a selection which inherits the modulus of continuity:

Theorem 1.1. Let $(E, d)$ be a metric space and let $G$ be a finite group of isometries of $E$. Suppose $f:[0,1] \rightarrow E / G$ is a continuous curve, and let $\omega_{f}$ denote the modulus of continuity of $f$, i.e.

$$
\omega_{f}(\delta):=\sup \{\tilde{d}(f(t), f(s)): t, s \in[0,1] \text { and }|t-s| \leq \delta\} .
$$

Then there exists a selection $g:[0,1] \rightarrow E$ of $f($ i.e. $[g(t)]=f(t)$ for every $t \in[0,1])$ such that

$$
\begin{equation*}
\omega_{g} \leq C_{G} \omega_{f}, \tag{1}
\end{equation*}
$$

where $\omega_{g}$ denotes the modulus of continuity of $g$ and $C_{G}$ is a constant which depends only on the order of $G$.

The connection with multiple-valued functions becomes apparent if $E=X^{Q}$ is the product of $Q$ copies of a metric space $X$ and $G$ is the symmetric group of order $Q$, acting on $X^{Q}$ in the natural way, i.e. if $e=\left(x_{1}, \ldots, x_{Q}\right) \in X^{Q}$ and $\tau \in G$ is a permutation, then

$$
\tau e=\left(x_{\tau_{1}}, \ldots, x_{\tau_{Q}}\right)
$$

In this case, the quotient space $E / G$ is just the set of all unordered $Q$-tuples of elements of $X$, repetitions being allowed. A function $f$ with values in $E / G$ is then multiple-valued in the usual sense, and solving the selection problem for $f$ means isolating $Q$ single-valued branches of $f$.

Particularly relevant in the applications is the case where $X=\mathbb{R}^{n}$, hence $E=\left(\mathbb{R}^{n}\right)^{Q}$ and $E / G$ is the space of all unordered $Q$-tuples of vectors of $\mathbb{R}^{n}$, repetitions being allowed. Keeping the notation of Hutchinson [12], we denote this space of $Q$-tuples by $\mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$.

In this case, due to the linear structure of $\mathbb{R}^{n}$, there is a natural notion of a multiple-valued function of class $C^{k, \alpha}$, which reduces to the usual one when $Q=1$ (see Sections 3 and 4 for details). It turns out that the selection problem for a $C^{k, \alpha}$ multiple-valued function can be solved preserving $C^{k, \alpha}$ regularity. Indeed, in Section 4 we will prove the following result:

Theorem 1.2. Let $f:[a, b] \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ be a $C^{k, \alpha} Q$-valued function. Then there exist functions $g_{i}:[a, b] \longrightarrow \mathbb{R}^{n}$ such that $g_{i} \in C^{k, \alpha}([a, b])$ for $i=1, \ldots, Q$, and the Q-tuple $f(x)$ coincides with $\left\{g_{i}(x)\right\}_{i=1}^{Q}$ for every $x \in[a, b]$.

The proof of this theorem consists of two steps. First we prove that a multivalued continuous function can be split into single branches which inherit the modulus of continuity. Then we are able to recover differentiability thanks to the last theorem of Section 3. The first step, of course, relies on Theorem 1.1 above.

Some classical statement and definitions about multivalued functions in $\mathbb{R}^{n}$ are recalled in Section 3, whereas in the last section of the paper we will give a partial result when the domain of $f$ is $\mathbb{R}^{m}$ and it takes values in the $Q$-tuples of real numbers. In this case we prove that if $f$ is continuous, then it is a finite union of continuous branches, but we are not able to extend this result to regularity higher than mere continuity.

## 2. Lifting of paths

This section is entirely devoted to the proof of Theorem 1.1.
Let $(E, d)$ be a metric space, and let $G$ be a finite group of isometries of $E$. Given $x \in E$, we define the orbit of $x$ as

$$
\begin{equation*}
[x]:=\bigcup_{\tau \in G}\{\tau x\} . \tag{2}
\end{equation*}
$$

It is clear that the relation

$$
x \sim y \Leftrightarrow[x]=[y]
$$

is an equivalence relation, and $x \sim y$ holds true if and only if $x=\tau y$ for some $\tau \in G$. Moreover, the quotient space $E / \sim$ of the equivalence classes (denoted also by $E / G)$ can be given a natural metric in the following way:

$$
\begin{equation*}
\tilde{d}([x],[y]):=\min _{\sigma \in G} d(x, \sigma y) . \tag{3}
\end{equation*}
$$

Given a set $A$ and a function $f: A \rightarrow E / G$, a function $g: A \rightarrow E$ is said to be a selection (or also a lifting) of $f$ if

$$
[g(t)]=f(t) \quad \forall t \in A .
$$

The proof of Theorem 1.1 can be divided into three steps:
(a) first we consider the case where $E$ is a vector space: the general case will later be recovered by an embedding argument;
(b) we construct a sequence of equicontinuous and piecewise affine functions $\left(g_{n}\right)$, which sort of interpolate $f$ on a mesh of points;
(c) we use a variant of the classical Ascoli-Arzelà theorem to show that the sequence of functions has a cluster point and we show that this limiting function is a selection for $f$.

On estimating the modulus of continuity of $g_{n}$ in step (b), we rely on the following combinatorial lemma about finite groups which, to the best of our knowledge, cannot be found in the literature:

Lemma 2.1. Let $G$ be a finite group of order $o(G)$ and let $m>0$ be a natural number. Suppose that $\left\{\sigma_{i, j}\right\}$, with $0 \leq i<j \leq m$, are elements of $G$, with the only assumption that

$$
\begin{equation*}
\sigma_{i, i+1}=1_{G}, \quad i=0, \ldots, m-1 . \tag{4}
\end{equation*}
$$

Then there exist a natural number $k$ with $k \leq 2 \mathrm{o}(G)-1$, and natural numbers $\left\{i_{j}\right\}, j=0, \ldots, k$ such that

$$
\begin{equation*}
0=i_{0}<i_{1}<\cdots<i_{k-1}<i_{k}=m \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{i_{0}, i_{1}} \sigma_{i_{1}, i_{2}} \cdots \sigma_{i_{k-1}, i_{k}}=1_{G} . \tag{6}
\end{equation*}
$$

Before proceeding to the proof, we introduce some terminology. Under the assumption of Lemma 2.1, we say that $\tau \in G$ is $h$-reachable in (at most) $s$ steps if there exist $\left\{i_{j}\right\}, j=0, \ldots, r$ such that $r \leq s$,

$$
0=i_{0}<i_{1}<\cdots<i_{r}=h
$$

and

$$
\sigma_{i_{0}, i_{1}} \sigma_{i_{1}, i_{2}} \cdots \sigma_{i_{r-1}, i_{r}}=\tau
$$

If $E \subseteq G$, we say that $E$ is $h$-reachable in $s$ steps if each of its elements is. We note that if $E$ is $i$-reachable in $s$ steps, then $E \sigma_{i, j}$ (where $E \sigma$ denotes the set $\{\tau \sigma\}$ as $\tau$ runs through $E$ ) is $j$-reachable in $s+1$ steps, whenever $i<j \leq m$.

With this terminology, Lemma 2.1 states that $1_{G}$ is $m$-reachable in at most $2 \mathrm{o}(G)-1$ steps (note that, due to (4), $1_{G}$ is trivially $m$-reachable in $m$ steps: therefore, the non-trivial part of the lemma is an upper bound to $k$ which is independent of $m$ ).

Proof. If $G=\left\{1_{G}\right\}$ or $m=1$, then the lemma is trivial, so we suppose that $|G|>1$ and $m>1$. Let $\mathcal{P}$ be the family of all pairs $(i, E)$ such that $1<i \leq m$, $1_{G} \in E \subseteq G,|E| \geq 2$ and

$$
\begin{equation*}
E \text { is } i \text {-reachable in at most } 2(|E|-1) \text { steps. } \tag{7}
\end{equation*}
$$

Let us partially order $\mathcal{P}$ by monotonicity, i.e.

$$
(i, E) \leq(j, F) \Leftrightarrow i \leq j \text { and } E \subseteq F .
$$

Step 1. If $\mathcal{P}=\emptyset$, then the lemma holds true.
To see this, define

$$
I:=\left\{j: 1<j \leq m \text { and } \sigma_{0, j} \neq 1_{G}\right\} .
$$

If $I=\emptyset$, then $\sigma_{0, m}=1_{G}$ and the claim follows. Otherwise, we set $i:=\min I$ and $E=\left\{1_{G}, \sigma_{0, i}\right\}$. But then $(E, i) \in \mathcal{P}$, since $\sigma_{0, i}$ is trivially $i$-reachable in one step, and $\sigma_{0, i-1} \sigma_{i-1, i}=\sigma_{0, i-1}=1_{G}$ (we have used the definition of $i$ and (4)), hence $1_{G}$ is $i$-reachable in two steps.

Step 2. If $\mathcal{P} \neq \emptyset$, let $(i, E) \in \mathcal{P}$ be maximal (with respect to the above partial order). If $i=m$, then $1_{G} \in E$ is $m$-reachable in $2|E|-2<2 \mathrm{o}(G)-1$ steps and the claim follows. If $i<m$ and $E=G$, then $\sigma_{i, m}^{-1} \in E$ is $i$-reachable in $2 \mathrm{o}(G)-2$ steps, hence $1_{G}$ is $m$-reachable in $2 \mathrm{o}(G)-1$ steps and the claim follows.

It remains to consider the case where $i<m$ and $E \subset G$ with strict inclusion. In this case, let

$$
I:=\left\{j: i<j \leq m \text { and } E \sigma_{i, j} \neq E\right\} .
$$

If $I=\emptyset$, then $E \sigma_{i, m}=E$; in particular, $e \sigma_{i, m}=1_{G}$ for some $e \in E$. Since $e$ is $i$-reachable in $2|E|-2$ steps, $1_{G}$ is $m$-reachable in $2|E|-1$ steps and the claim follows.

If $I \neq \emptyset$, we define $j:=\min I$ and $F:=E \cup E \sigma_{i, j}$. If we show that $(j, F) \in \mathcal{P}$, then we get a contradiction (since this would violate the maximality of $(i, E)$ ) and the lemma is completely proved. It suffices to show that the whole $F$ is $j$-reachable in $2|F|-2$ steps. Not that (4) implies that $j>i+1$, hence the choice of $j$ implies $E \sigma_{i, j-1}=E$, and therefore $E \sigma_{i, j-1} \sigma_{j-1, j}=E$. Using (7), we obtain that $E$ is $j$-reachable in $2|E|$ steps. Similarly, $E \sigma_{i, j}$ is $j$-reachable in $2|E|$ steps, and the proof is completed observing that $2|E| \leq 2|F|-2$ (note the $|F|>|E|$, since $\left.E \sigma_{i, j} \neq E\right)$.

Now we are in a position to prove Theorem 1.1 in full details.
Proof of Theorem 1.1. We first suppose that $E$ is a normed vector space (and hence that $d(x, y)=\|x-y\|)$.

Choose a natural number $n>1$, and let

$$
t_{i}:=\frac{i}{n}, \quad i=0, \ldots, n .
$$

We claim that there exist $x_{i} \in E, i=0, \ldots, n$, satisfying

$$
\begin{equation*}
\left[x_{i}\right]=f\left(t_{i}\right), \quad i=0, \ldots, n \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(x_{i}, x_{i+1}\right)=\tilde{d}\left(f\left(t_{i}\right), f\left(t_{i+1}\right)\right), \quad i=0, \ldots, n-1 \tag{9}
\end{equation*}
$$

Indeed, we can choose an arbitrary $x_{0} \in f(0)$ (i.e., we can pick $x_{0} \in E$ such that $\left.\left[x_{0}\right]=f(0)\right)$. Arguing inductively, suppose that we have already found $x_{i}$, $i=1, \ldots, j$, for some $j \geq 0$, satisfying (8) for $i=1, \ldots, j$ and (9) for $i=$ $0, \ldots, j-1$ (note that this condition is empty for $j=0$ ). If $j=n$ then we are done, otherwise, we let

$$
A_{j+1}:=\left\{x \in E:[x]=f\left(t_{j+1}\right) \text { and } \tilde{d}\left(\left[x_{j}\right],[x]\right)=d\left(x_{j}, x\right)\right\}
$$

(the fact that $A_{j+1}$ is non-empty easily follows from the definition of $\tilde{d}$ ). If we define $x_{j+1}$ to be an (arbitrarily chosen) element of $A_{j+1}$, it is clear that (8) and (9) are satisfied, respectively, for $i=j+1$ and $i=j$, and our claim is proved by induction.

Now we define

$$
g_{n}\left(t_{i}\right):=x_{i}, \quad i=0, \ldots, n .
$$

Let $l$, $m$ be natural numbers such that $0 \leq l<l+m \leq n$. We want to estimate the distance $d\left(x_{l}, x_{l+m}\right)$ by the modulus of continuity of $f$. For every pair $i, j$ with $0 \leq i<j \leq m$, there exists $\sigma_{i, j} \in G$ such that

$$
\begin{equation*}
d\left(x_{l+i}, \sigma_{i, j} x_{l+j}\right)=\tilde{d}\left(\left[x_{l+i}\right],\left[x_{l+j}\right]\right) . \tag{10}
\end{equation*}
$$

By virtue of (8) and (9), we can choose $\sigma_{i, i+1}=1_{G}$, hence we can invoke Lemma 2.1. Let $i_{0}, \ldots, i_{k}$ (with $k \leq 2 \mathrm{o}(G)-1$ ) be as in (5), (6), and set

$$
\tau_{0}:=1_{G}, \quad \tau_{j}:=\sigma_{i_{0}, i_{1}} \sigma_{i_{1}, i_{2}} \cdots \sigma_{i_{j-1}, i_{j}}, \quad j=1, \ldots, k
$$

and note that $\tau_{k}=1_{G}$ according to (6). We have then, from the triangle inequality,

$$
\begin{aligned}
d\left(x_{l}, x_{l+m}\right) & =d\left(\tau_{0} x_{l+i_{0}}, \tau_{k} x_{l+i_{k}}\right) \leq \sum_{j=0}^{k-1} d\left(\tau_{j} x_{l+i_{j}}, \tau_{j+1} x_{l+i_{j+1}}\right) \\
& =\sum_{j=0}^{k-1} d\left(\tau_{j} x_{l+i_{j}}, \tau_{j} \sigma_{i_{j}, i_{j+1}} x_{l+i_{j+1}}\right)
\end{aligned}
$$

Using (10) we obtain

$$
\begin{aligned}
d\left(x_{l}, x_{l+m}\right) & \leq \sum_{j=0}^{k-1} \tilde{d}\left(\left[x_{l+i_{j}}\right],\left[x_{l+i_{j+1}}\right]\right)=\sum_{j=0}^{k-1} \tilde{d}\left(f\left(t_{l+i_{j}}\right), f\left(t_{l+i_{j+1}}\right)\right) \\
& \leq \sum_{j=0}^{k-1} \omega_{f}\left(t_{l+i_{j+1}}-t_{l+i_{j}}\right) \leq \sum_{j=0}^{k-1} \omega_{f}\left(t_{l+m}-t_{l}\right) \\
& \leq(2 \mathrm{o}(G)-1) \omega_{f}\left(t_{l+m}-t_{l}\right)
\end{aligned}
$$

From the arbitrariness of $l, m$ we may write the last inequality as

$$
\begin{equation*}
d\left(g_{n}\left(t_{i}\right), g_{n}\left(t_{j}\right)\right) \leq(2 \mathrm{o}(G)-1) \omega_{f}\left(\left|t_{j}-t_{i}\right|\right), \quad i, j=0, \ldots, n \tag{11}
\end{equation*}
$$

Then we extend $g_{n}$ to be piecewise affine and continuous, i.e.

$$
g_{n}(t):=g_{n}\left(t_{i}\right)+n\left(t-t_{i}\right)\left(g_{n}\left(t_{i+1}\right)-g_{n}\left(t_{i}\right)\right) \quad \text { if } t \in\left(t_{i}, t_{i+1}\right)
$$

(here we exploit the linear structure of $E$ ). A standard argument then reveals that (up to a multiplicative factor on the right-hand side), the estimate (11) holds everywhere on $[0,1]$, i.e.

$$
\begin{equation*}
d\left(g_{n}(t), g_{n}(s)\right) \leq C_{G} \omega_{f}(|t-s|), \quad s, t \in[0,1] \tag{12}
\end{equation*}
$$

for some constant $C_{G}$ depending only on the order of $G$. Now let

$$
C:=\{x \in E:[x] \in f([0,1])\} .
$$

We claim that $C$ is compact. Indeed, let $\left\{x_{n}\right\} \subset C$ be a sequence. Since $f([0,1])$ is compact in $E / G$, passing to a subsequence (not relabelled) we may assume that [ $x_{n}$ ] converge to $[x]$ for some $x \in E$. Let $\sigma_{n} \in G$ be such that

$$
d\left(x_{n}, \sigma_{n} x\right)=\tilde{d}\left(\left[x_{n}\right],[x]\right) .
$$

Since $G$ is finite, there exists $\sigma \in G$ such that $\sigma=\sigma_{n_{k}}$, for a suitable subsequence $\left\{n_{k}\right\}$. Then we have

$$
d\left(x_{n_{k}}, \sigma x\right)=d\left(x_{n_{k}}, \sigma_{n_{k}} x\right)=\tilde{d}\left(\left[x_{n_{k}}\right],[x]\right) .
$$

Since the last term vanishes as $k \rightarrow \infty$, we obtain that $x_{n_{k}} \rightarrow \sigma x \in C$, therefore $C$ is sequentially compact, hence compact.

From Theorem 2.3 below, we obtain that, up to a subsequence, $\left\{g_{n}\right\}$ converges uniformly to $g:[0,1] \rightarrow C$, and it is easy to check that $g$ satisfies $[g(t)]=f(t)$ for every $t \in[0,1]$. Moreover, the estimate (12) is maintained on passing to the limit.

Finally, the case where $(E, d)$ is a generic metric space can be reduced to the linear case by an isometric embedding argument, as follows. Let $E^{\prime}$ be the linear space of all real bounded functions on $E$, endowed with the sup norm, choose $x_{0} \in E$ and define $T: E \rightarrow E^{\prime}$ as

$$
(T x)(y):=d\left(x_{0}, y\right)-d(x, y), \quad \forall x, y \in E .
$$

It is easy to check (using the triangle inequality) that $T$ is an isometric embedding of $E$ into $E^{\prime}$ : then one can repeat the above construction working in $E^{\prime}$. In passing, note that it may well happen that an interpolating $g_{n}$ cannot be pulled back to $E$ : however, this is certainly true of the limit function $g$, and this concludes the proof.

Remark 2.2. We point out that (9) implies that

$$
d\left(g_{n}\left(t_{i+1}\right), g_{n}\left(t_{i}\right)\right) \leq \omega_{f}(1 / n), \quad i=0, \ldots, n-1
$$

In principle, this estimate concerning two adjacent points of the mesh could be used to estimate the modulus of continuity of $g_{n}$ on the whole mesh. Namely, using the triangle inequality one would immediately obtain

$$
d\left(g_{n}\left(t_{j}\right), g_{n}\left(t_{i}\right)\right) \leq|j-i| \omega_{f}(1 / n), \quad \forall i, j \in\{0, \ldots, n\} .
$$

However, this estimate does not allow one to replace the right-hand side by a quantity of the kind

$$
\omega_{f}(|j-i| / n)=\omega_{f}\left(\left|t_{j}-t_{i}\right|\right)
$$

unless $\omega_{f}$ has linear growth (i.e., unless $f$ is Lipschitz continuous).
From this it appears that Lemma 2.1 is fundamental in order to obtain (11), since the constant $C_{G}$ on the right-hand side does not depend on $n$.

The following theorem is a variant of the classical Ascoli-Arzelà theorem. The proof is omitted, since it can be carried out as usual, with only minor changes (see [7]).

Theorem 2.3 (Ascoli-Arzelà revisited). Let $I, E$ be two metric spaces with $I$ compact, and let $\left\{g_{n}\right\}$ be a sequence of continuous functions from I into $E$ such that:

- $\left\{g_{n}\right\}$ is equicontinuous;
- there exists a compact set $C \subseteq E$ such that, for every $\delta$-neighbourhood $C_{\delta}$ of $C$, there holds $g_{n}(I) \subseteq C_{\delta}$ provided $n$ is large enough (depending on $\delta$ ).

Under the above assumptions, there exists $g: I \mapsto C$ and a subsequence $\left\{n_{k}\right\}$ such that $\left\{g_{n_{k}}\right\}$ converges to $g$, uniformly on I.

## 3. Continuous selections for $Q$-valued functions

In this section we deal with multiple-valued functions in $\mathbb{R}^{n}$. This is a special case of the general problem stated in the previous section, as long as we are concerned about continuity. We shall be interested, actually, in differentiability too, and this is a concept which could not be treated in the general case, due to the lack of vectorial structure in a generic metric space $E$. First of all we shall state the basic definitions for the continuity and the differentiability the way they were expressed by Almgren (see [2], [4], [5]).

Let $Q \in \mathbb{N}$.
Definition 3.1. We define by $\mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ the set of the unordered (and generally not distinct) $Q$-tuples of points of $\mathbb{R}^{n}$.

To be more precise, given a point $x \in \mathbb{R}^{n}$ let $[[x]]$ be the Dirac delta concentrated on $x$. Then, an element $S \in \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ can be seen simply as a measure of the form

$$
S=\sum_{i=1}^{Q}\left[\left[x_{i}\right]\right], \quad x_{i} \in \mathbb{R}^{n}, i=1 \ldots, Q .
$$

Let $\Sigma_{Q}$ be the set of the permutations of $\{1, \ldots, Q\}$. Then we can define a metric on $\mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ by setting

$$
\mathcal{F}\left(\sum_{i=1}^{Q}\left[\left[x_{i}\right]\right], \sum_{i=1}^{Q}\left[\left[y_{i}\right]\right]\right)=\min \left\{\sum_{i=1}^{Q}\left|x_{i}-y_{\pi(i)}\right|: \pi \in \Sigma_{Q}\right\} .
$$

Remark 3.2. Let $E=\left(\mathbb{R}^{n}\right)^{Q}$. Given $x, y \in E$ (with $x=\left(x_{1}, \ldots, x_{Q}\right) y=$ $\left.\left(y_{1}, \ldots y_{Q}\right), x_{i}, y_{i} \in \mathbb{R}^{n}\right)$, we set

$$
d(x, y)=\sum_{i=1}^{Q}\left|x_{i}-y_{i}\right| .
$$

Let $G$ be the set of applications on $E$ defined this way: given a permutation $\tau \in \Sigma_{Q}$ we set $\Phi_{\tau}: E \longrightarrow E$

$$
\Phi_{\tau}\left(\left(x_{1}, \ldots, x_{Q}\right)\right)=\left(x_{\tau(1)}, \ldots x_{\tau(Q)}\right) .
$$

It is clear that $d\left(\Phi_{\tau}(x), \Phi_{\tau}(y)\right)=d(x, y)$, hence $G=\left\{\Phi_{\tau}: \tau \in \Sigma_{Q}\right\}$ is a group of isometries of $E$. We can identify the quotient space $E / G$ and $Q_{Q}\left(\mathbb{R}^{n}\right)$ with the natural isomorphism $[x] \longleftrightarrow \sum_{i=1}^{Q}\left[\left[x_{i}\right]\right]$, where $[x]$ is the orbit of $x$ (see (2)). The metric $\tilde{d}$ coincides with $\mathscr{F}$. This somewhat redundant notation is motivated by the effort to keep the same notations of some previous works on multiple-valued functions in the Euclidean case (see for example [2] and [12]).

If $A \subset \mathbb{R}^{m}$ and $f: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ we say that $f$ is a $Q$-valued function on $A$; the continuity of $f$ has to be intended with respect to the metric $\mathcal{F}$ on $\mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$. Given a $Q$-valued function $f: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ we can find $Q$ functions $f_{i}: A \longrightarrow \mathbb{R}^{n}$ such that $f(x)=\sum_{i=1}^{Q}\left[\left[f_{i}(x)\right]\right]$.
Definition 3.3. Let $A \subset \mathbb{R}^{m}$ and $f: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ be a $Q$-valued function. We say that $f$ is Lipschitz if there exists $c>0$ such that

$$
\mathcal{F}(f(x), f(y)) \leq c|x-y|, \quad \forall x, y \in A .
$$

We say that $f$ is Hölder continuous if there exist $\lambda>0,0<\alpha<1$ such that

$$
\mathcal{F}(f(x), f(y)) \leq \lambda|x-y|^{\alpha}, \quad \forall x, y \in A
$$

Definition 3.4. Let $A \subset \mathbb{R}^{m}$ be an open set and $f: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ a $Q$-valued function. Given $x \in A$ we say that $f$ can be affinely approximated at $x$ if there exist linear functions $L_{i}(x): \mathbb{R}^{m} \longrightarrow \mathbb{R}^{n}, i=1, \ldots, Q$ such that, if we set

$$
A f(x)(y)=\sum_{i=1}^{Q}\left[\left[f_{i}(x)+L_{i}(x)(y-x)\right]\right]
$$

it results in

$$
\lim _{y \rightarrow x} \frac{\mathcal{F}(f(y), A f(x)(y))}{|y-x|}=0 .
$$

If $f$ can be affinely approximated at each point $x \in A$ we say that $f$ can be affinely approximated in $A$. We call the $Q$-valued function $L=\sum_{i=1}^{Q}\left[\left[L_{i}\right]\right]$ the derivative of $f$.

Remark 3.5. Let $A \subset \mathbb{R}^{m}$ be an open set and $f: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{m}\right)$ be affinely approximatable in $A$ with derivative $L$. Then $f$ is continuous in $A$.

Definition 3.6. We say that a $Q$-valued function $f: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right), A \subset \mathbb{R}^{m}$, is $C^{1}(A)$ if $f$ is affinely approximatable with derivative $L$ and the multiple-valued function $G: A \rightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n} \times \mathbb{R}^{m n}\right)$ given by

$$
x \rightarrow G(x)=\sum_{i=1}^{Q}\left[\left[\left(f_{i}, L_{i}\right)\right]\right],
$$

is continuous. Moreover we say that $f$ is $C^{1, \alpha}(A)$ if there exists a constant $c>0$ such that, for each $x, y \in A$ it results in

$$
\min \left\{\sum_{i=1}^{Q} \frac{\left|f_{i}(x)-f_{\pi(i)}(y)\right|}{|x-y|}+\frac{\left\|L_{i}(x)-L_{\pi(i)}(y)\right\|}{|x-y|^{\alpha}}: \pi \in \Sigma_{Q}\right\} \leq c,
$$

where $\left\|L_{i}(x)\right\|$ is the norm of the linear functional $L_{i}(x): \mathbb{R}^{m} \longrightarrow \mathbb{R}^{n}$.
In the same way we can define the class $C^{k, \alpha}(A)$. The question is if for a $Q$-valued function $f$ it is possible to choose the functions $f_{i}$ in such a way that each $f_{i}$ is regular in an ordinary sense. The answer is, in general, negative (see [12]). We will show that this is possible in some special cases.

Definition 3.7. Let $A \subset \mathbb{R}^{m}$ and $f: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ be a continuous $Q$-valued function. If there exist continuous functions $g_{i}: A \longrightarrow \mathbb{R}^{n}, i=1, \ldots, Q$ such that $f(x)=\sum_{i=1}^{Q}\left[\left[g_{i}(x)\right]\right], \forall x \in A$ then we say that the vector $\left(g_{1}, \ldots, g_{Q}\right)$ is a continuous selection for $f$. To simplify notation we will refer to $g=\sum_{i=1}^{Q}\left[\left[g_{i}\right]\right]$ as the $Q$-valued function that is a continuous selection of $f$. (Of course $g$ and $f$ are the same multivalued function: by misuse of notation we are distinguishing two different selections.)

Definition 3.8. If $f$ is Hölder (Lipschitz) continuous and $g_{i}$ is Hölder (Lipschitz) continuous for every $i$, we say that $g$ is an Hölder (Lipschitz) selection for $f$. Moreover, if $f$ is also affinely approximatable with derivative $L$, we define $M_{i}(x)=$ $L_{\pi_{x}(i)}(x)$, where $\pi_{x} \in \Sigma_{Q}$ is any permutation such that $g_{i}(x)=f_{\pi_{x}(i)}(x)$. Of course if we set

$$
A g(x)(y)=\sum_{i=1}^{Q}\left[\left[g_{i}(x)+M_{i}(x)(y-x)\right]\right],
$$

then $\operatorname{Ag}(x)(y)=A f(x)(y)$. Again by misuse of notation, even if $M(x)=$ $\sum_{i=1}^{Q}\left[\left[M_{i}(x)\right]\right]$ is the same multivalued function of $L$, we call $M$ the derivative of $g$.

Remark 3.9. The choice of the permutation $\pi_{x}$ is clearly not unique but, for our purpose, we do not have to care about this. Nevertheless, it is possible to fix any rule for the choice of $\pi_{x}$, for example,

$$
\left\{\begin{array}{l}
\pi_{x}(1)=\min \left\{j: f_{j}(x)=g_{1}(x)\right\} \\
\pi_{x}(k+1)=\min \left\{j: f_{j}(x)=g_{k+1}(x), j \neq \pi_{x}(i) \forall i=1, \ldots, k\right\} \\
\quad \text { for } k=1, \ldots Q-1 .
\end{array}\right.
$$

As we will see in Section 4, using the result of the previous section, when $f$ is a $Q$-valued differentiable function with derivative $L$ we are able to make a continuous selection $g$ of $f$ and a continuous selection $M$ of $L$. But a priori this does not mean that the $M_{i}$ are the derivatives of the $g_{i}$. However the statement is true and we will prove it after several lemmas.

Theorem 3.10. Let $A \subset \mathbb{R}^{m}$ and $f: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ be a $Q$-valued function affinely approximatable with continuous derivative L. If there exists a $Q$-valued function $g$, affinely approximatable with derivative $M$, such that $g$ is a continuous selection for $f$ and $M$ is a continuous selection for $L$, then the functions $g_{i}: A \longrightarrow \mathbb{R}^{n}$ are of class $C^{1}$ and $d g_{i}(x)=M_{i}(x)$, for every $x \in A$ and for every $i=1, \ldots, Q$.

Lemma 3.11. Let $A \subset \mathbb{R}^{m}$ and $f: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ be a continuous $Q$-valued function and let $g$ be a continuous selection for $f$. Fix $x \in A, i \in\{1, \ldots, Q\}$ and set $I_{i}(x)=\left\{j \in\{1, \ldots, Q\}: g_{j}(x)=g_{i}(x)\right\}$. For $y \neq x$ let $\pi_{x}^{y} \in \Sigma_{Q}$ be any permutation which attains the following minimum:

$$
\min _{\pi \in \Sigma} \sum_{j=1}^{Q}\left|g_{j}(x)+M_{j}(x)(y-x)-g_{\pi(j)}(y)\right|:=\mathcal{F}(A g(x)(y), g(y)) .
$$

Then, if $g$ is affinely approximatable at $x$, there exists $\delta>0$ such that

$$
\pi_{x}^{y}\left(I_{i}(x)\right)=\left(\pi_{x}^{y}\right)^{-1}\left(I_{i}(x)\right)=I_{i}(x) \quad \forall y \in A:|x-y|<\delta .
$$

Moreover, there exists $\delta^{\prime}>0$ such that for every $z \in B_{\delta^{\prime}}(x) \cap A$ it results in

$$
I_{i}(x)=\bigcup_{j \in I_{i}(x)} I_{j}(z)
$$

Proof. Let us choose an arbitrary $k \in I_{i}(x)$. By contradiction, let $\left(y_{n}\right) \subset A$ be a sequence converging to $x$ such that $\pi_{x}^{y_{n}}(k) \notin I_{i}(x), \forall n \in \mathbb{N}$. Using the continuity of every $g_{j}$ we have that there exists $\varepsilon>0$ such that, for $n$ large enough,

$$
\left|g_{k}(x)-g_{\pi_{x}^{y_{n}}(k)}\left(y_{n}\right)\right|=\left|g_{i}(x)-g_{\pi_{x}^{y_{n}}(k)}\left(y_{n}\right)\right|>\varepsilon .
$$

Hence,

$$
\begin{aligned}
\mathcal{F}\left(A g(x)\left(y_{n}\right), g\left(y_{n}\right)\right) & \geq \frac{\left|g_{k}(x)+M_{k}(x)\left(y_{n}-x\right)-g_{\pi_{x}^{y_{n}}(k)}\left(y_{n}\right)\right|}{\left|y_{n}-x\right|} \\
& \geq \frac{\varepsilon}{\left|y_{n}-x\right|}-\left\|M_{k}(x)\right\| \longrightarrow \infty \quad \text { when } n \rightarrow \infty
\end{aligned}
$$

which gives the contradiction because $g$ is affinely approximatable at $x$. Then, there exists $\delta_{k}>0$ such that $\pi_{x}^{y}(k) \in I_{i}(x)$ if $|y-x|<\delta_{k}$. If we set $\delta=\min \left\{\delta_{j}: j \in\right.$ $\left.I_{i}(x)\right\}$ then $\pi_{x}^{y}\left(I_{i}(x)\right) \subset I_{i}(x)$ for every $y \in A$ such that $|y-x|<\delta$. The opposite inclusion and the equality $\left(\pi_{x}^{y}\right)^{-1}\left(I_{i}(x)\right)=I_{i}(x)$ follow from the invertibility of $\pi_{x}^{y}$.

By the continuity of every $g_{k}$ we know that there exists $\delta^{\prime}>0$ such that if $|z-x|<\delta^{\prime}$ then $g_{k}(z) \neq g_{j}(z)$ for every $j \in I_{i}(x)$ and for every $k \notin I_{i}(x)$. Let us choose arbitrary $j \in I_{i}(x), z \in B_{\delta^{\prime}}(x) \cap A$ and $k \in I_{j}(z)$. If it was $k \notin I_{i}(x)$ then $g_{k}(z) \neq g_{j}(z)$, which contradicts the fact that $k \in I_{j}(z)$. Hence $I_{j}(z) \subset I_{i}(x)$. On the other side $j \in I_{j}(z)$ for every $j \in I_{i}(x)$, hence $I_{i}(x) \subset \bigcup_{j \in I_{i}(x)} I_{j}(z)$.

Corollary 3.12. Let $A \subset \mathbb{R}^{m}$ and $f: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ be continuous and affinely approximatable and let $g$ be any continuous selection affinely approximatable for $f$, with derivative $M$. If $x \in A$ and $i \in\{1, \ldots, Q\}$ are such that $g_{i}(x) \neq g_{j}(x)$ for every $j \neq i$, then $g_{i}$ is differentiable at $x$ and $d g_{i}(x)=M_{i}(x)$.

Corollary 3.13. Let $A \subset \mathbb{R}^{m}, f: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ be a continuous and affinely approximatable $Q$-valued function and $g: A \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ be a continuous affinely approximatable selection for $f$ as in Definition 3.8. Let us fix $x \in A$ and $i \in\{1, \ldots, Q\}$. For $k \in\{1, \ldots, m\}$ we shall use the notation $M_{j}^{k}$ for the $k$-th column of the matrix $M_{j}$. Then if $M_{j}^{k}(x)=M_{i}^{k}(x)$ for every $j \in\{1, \ldots, Q\}$ such that $g_{j}(x)=g_{i}(x)$, then there exists $\frac{\partial g_{i}}{\partial x_{k}}(x)=M_{i}^{k}(x)$.

Proof. Let $I_{i}(x)$ and $\pi_{x}^{y}$ be as in Lemma 3.11. It follows that there exists $\delta>0$ such that if $|y-x|<\delta$ then $g_{\pi_{x}^{y}(i)}(x)=g_{i}(x)$, hence $M_{\left(\pi_{x}^{y}\right)^{-1}(i)}^{k}(x)=M_{i}^{k}(x)$. If we call $\left\{e_{1}, \ldots, e_{m}\right\}$ the canonical base of $\mathbb{R}^{m}$, it follows easily that

$$
\lim _{h \rightarrow 0} \frac{\left|g_{i}(x)+M_{i}^{k}(x) h-g_{i}\left(x+h e_{k}\right)\right|}{|h|}=0 .
$$

Proof of Theorem 3.10. We will prove the theorem by induction on $Q$.
We are reminded that the functions $g_{k}$ and $M_{k}$ are continuous, hence, we need to prove only that every $g_{k}$ is differentiable and $d g_{k}=M_{k}$. If $Q=1$ there is nothing to prove. Now we suppose that the thesis is true for $Q \leq K$ and we will prove it for $Q=K+1$. Let $f: A \longrightarrow \mathbf{Q}_{K+1}\left(\mathbb{R}^{n}\right)$ be a $C^{1}$ function, and let $g$ and $M$ be as in the hypothesis of the theorem.

Let us fix $x \in A$. We will distinguish two cases:
a) there exist $i, j \in\{1, \ldots, K+1\}$ such that $g_{i}(x) \neq g_{j}(x)$;
b) $g_{1}(x)=\cdots=g_{K+1}(x)$.

In case a) let $\pi_{x}^{y}$ be as in Lemma 3.11. It follows that there exists $\delta>0$ such that, if $y \in A$ and $|y-x|<\delta$ then $\pi_{x}^{y}\left(I_{i}(x)\right)=\left(\pi_{x}^{y}\right)^{-1}\left(I_{i}(x)\right)=I_{i}(x)$. If we set $J_{i}(x)=\{1, \ldots, K+1\} \backslash I_{i}(x)$, then we have $\pi_{x}^{y}\left(J_{i}(x)\right)=\left(\pi_{x}^{y}\right)^{-1}\left(J_{i}(x)\right)=J_{i}(x)$. We can split the functions $g_{k}$ into two groups in order to create the following multiple-valued functions:

$$
h(y)=\sum_{k \in I_{i}(x)}\left[\left[g_{k}(y)\right]\right], \quad \varphi(y)=\sum_{k \in J_{i}(x)}\left[\left[g_{k}(y)\right]\right]
$$

defined in the neighbourhood of $x, B_{\delta}(x) \cap A$. We will prove that $h$ and $\varphi$ are $C^{1}$ multiple-valued functions.

The first thing we prove is that $h$ is affinely approximatable in a neighbourhood of $x$. From Lemma 3.11 there exists $\delta^{\prime} \leq \delta$ such that $I_{i}(x)=\bigcup_{j \in I_{i}(x)} I_{j}(z)$ for every $z \in B_{\delta^{\prime}}(x) \cap A$. Then, for every $y$ in a neighbourhood of $z$, it results in

$$
\pi_{z}^{y}\left(I_{i}(x)\right)=\bigcup_{j \in I_{i}(x)} \pi_{z}^{y}\left(I_{j}(z)\right)=\bigcup_{j \in I_{i}(x)} I_{j}(z)=I_{i}(x) .
$$

Hence, if we define $\sigma_{I_{i}(x)}$ as the set of all the permutations over $I_{i}(x)$, we have

$$
\begin{gathered}
=\lim _{y \rightarrow z} \frac{\lim \left\{\sum_{k \in I_{i}(x)}\left|g_{k}(z)+M_{k}(z)(y-z)-g_{\pi(k)}(y)\right|: \pi \in \sigma_{I_{i}(x)}\right\}}{|y-z|} \\
\leq \lim _{y \rightarrow z} \frac{\sum_{k \in I_{i}(x)}\left|g_{k}(z)+M_{k}(z)(y-z)-g_{\pi_{z}^{y}(k)}(y)\right|}{|y-z|}=0
\end{gathered}
$$

because $g$ is affinely approximatable at $z$. Hence $h$ is affinely approximatable at $z$ for every $z \in B_{\delta^{\prime}} \cap A$. Of course, from the continuity of $g_{i}$ and $M_{i}$ it follows that the map

$$
h(y)=\sum_{k \in I_{i}(x)}\left[\left[\left(g_{k}(y), M_{k}(y)\right)\right]\right]
$$

is continuous. Hence we have proved that $h$ is a $C^{1} Q$-valued function with $Q \leq K$ and the induction hypothesis tells us that the $g_{k}$, with $k \in I_{i}(x)$ are of class $C^{1}$ in $B_{\delta^{\prime}}(x)$. The same result holds true for $\varphi$. Hence we have obtained that $g_{k}$ is differentiable at $x$ for every $k=1, \ldots, K+1$ and $d g_{k}(x)=M_{k}(x)$.

Now examine case b). Let us fix $k \in\{1, \ldots, m\}$. There are two possibilities:
b1) there exists $\delta>0$ such that for every $h \in \mathbb{R}$ with $0<|h|<\delta$ there exist $i, j$
such that $g_{i}\left(x+h e_{k}\right) \neq g_{j}\left(x+h e_{k}\right)$;
b2) there exists a sequence of real numbers $h_{n} \longrightarrow 0$ such that
$g_{1}\left(x+h_{n} e_{k}\right)=\cdots=g_{K+1}\left(x+h_{n} e_{k}\right)$.
In case b1) we can apply the result in a) to the points $x+h e_{k}$, obtaining that every $g_{i}$ has a partial derivative with respect to $x_{k}$ on the open segments joining $x$ to $x+\delta e_{k}$ and $x$ to $x-\delta e_{k}$. Then there exists $\eta$ depending on $h$, with $|\eta|<|h|$, such that:

$$
\begin{aligned}
\frac{\partial g_{i}}{\partial x_{k}}(x) & =\lim _{h \rightarrow 0} \frac{g_{i}\left(x+h e_{k}\right)-g_{i}(x)}{h}=\lim _{h \rightarrow 0} \frac{\partial g_{i}}{\partial x_{k}}\left(x+\eta e_{k}\right) \\
& =\lim _{h \rightarrow 0} M_{i}^{k}\left(x+\eta e_{k}\right)=M_{i}^{k}(x) \quad i=1, \ldots K+1 .
\end{aligned}
$$

In case b2) we set $y_{n}=x+h_{n} e_{k}$. Then,

$$
\begin{aligned}
0 & =\lim _{n \rightarrow \infty} \frac{\mathcal{F}\left(A g(x)\left(y_{n}\right), g\left(y_{n}\right)\right)}{\left|h_{n}\right|} \\
& =\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{K+1}\left|g_{i}(x)+M_{i}(x) h_{n} e_{k}-g_{\pi_{x}^{y_{n}}(i)}\left(y_{n}\right)\right|}{\left|h_{n}\right|} \\
& =\lim _{n \rightarrow \infty} \sum_{i=1}^{K+1} \frac{\left|g_{1}(x)+M_{i}^{k}(x) h_{n}-g_{1}\left(y_{n}\right)\right|}{\left|h_{n}\right|} .
\end{aligned}
$$

Hence $M_{1}^{k}(x)=\cdots=M_{K+1}^{k}(x)$ and Corollary 3.13 gives us the existence of $\frac{\partial g_{i}}{\partial x_{k}}(x)$ for $i=1, \ldots, K+1$.

In both cases there exist the derivatives $\frac{\partial g_{i}}{\partial x_{k}}(x)=M_{i}^{k}(x)$, for every $k=$ $1, \ldots, m$. Then the continuity of $M_{i}^{k}$ gives us the differentiability of each $g_{i}$ in $x$. This concludes the proof.

## 4. Vectorial $Q$-valued curves

In this section we examine what happens when $m=1$. We shall prove that, in this case and under suitable regularity hypothesis, the graph of a multiple-valued function is actually the finite union of curves in $\mathbb{R}^{n+1}$.

Theorem 4.1. Let $[a, b] \subset \mathbb{R}$ and $f:[a, b] \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right), f(x)=\sum_{i=1}^{Q}\left[\left[f_{i}(x)\right]\right]$ be a $C^{\alpha} Q$-valued function. Then there exists a $C^{\alpha}$ selection for $f$.

Proof. For simplicity let $[a, b]=[0,1]$. We are going to apply Theorem 1.1. We define $E, G$ and $\tilde{d}$ as in Remark 3.2 and we set $\tilde{f}:[0,1] \longrightarrow E / G$ as

$$
\tilde{f}(t)=\left[\left(f_{i}(t), \ldots, f_{Q}(t)\right)\right] .
$$

Then we have that:

$$
\tilde{d}(\tilde{f}(t), \tilde{f}(s))=\mathcal{F}\left(\sum_{i=1}^{Q}\left[\left[f_{i}(t)\right]\right], \sum_{i=1}^{Q}\left[\left[f_{i}(s)\right]\right]\right) \leq c|t-s|^{\alpha} .
$$

Hence $\tilde{f}$ is Hölder continuous and $\omega_{\tilde{f}}(\delta) \leq c \delta^{\alpha}$. Then, by Theorem 1.1 there exists a lifting $g:[0,1] \longrightarrow E$ such that $g$ is Hölder continuous with exponent $\alpha$. This completes the proof.

Theorem 4.2. Let $f:[a, b] \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{n}\right)$ be a $C^{1, \alpha} Q$-valued function. Then there exist functions $g_{i}:[a, b] \longrightarrow \mathbb{R}^{n}$ such that $g_{i} \in C^{1, \alpha}([a, b])$ for $i=1, \ldots, Q$ and $f(x)=\sum_{i=1}^{Q}\left[\left[g_{i}(x)\right]\right]$.

Proof. Once again we suppose that $[a, b]=[0,1]$.
Let us join together $f$ and its derivative to obtain a vectorial function with $2 n$ components:

$$
F:[a, b] \longrightarrow \mathbf{Q}_{Q}\left(\mathbb{R}^{2 n}\right), \quad F(x)=\sum_{i=1}^{Q}\left[\left[f_{i}(x), L_{i}(x)\right]\right] .
$$

We observe that $F$ is a $C^{\alpha}$ multiple-valued function, indeed,

$$
\begin{aligned}
& \mathcal{F}(F(x), F(y))=\min \left\{\sum_{i=1}^{Q}\left|F_{i}(x)-F_{\pi(i)}(y)\right|: \pi \in \Sigma_{Q}\right\} \\
& \quad \leq|x-y|^{\alpha} \min \left\{\sum_{i=1}^{Q} \frac{\left|f_{i}(x)-f_{\pi(i)}(y)\right|}{|x-y|}+\frac{\left|L_{i}(x)-L_{\pi(i)}(y)\right|}{|x-y|^{\alpha}}: \pi \in \Sigma_{Q}\right\} .
\end{aligned}
$$

Then we can apply Theorem 4.1 to obtain a Hölder selection $G$ for $F$. Let $G(x)=$ $\sum_{i=1}^{Q}\left[\left[\left(g_{i}(x), M_{i}(x)\right)\right]\right]$. Observing that $\mathcal{F}(g(x), g(y)) \leq \mathcal{F}(G(x), G(y))$ we have that $g$ is a Hölder selection for $f$. The same result holds for $M$ which is a Hölder selection for $L$. It is easy to prove that $g$ is affinely approximatable with derivative $M$. Hence we can apply Theorem 3.10 to obtain that $g_{i} \in C^{1}([a, b])$, for every $i=1, \ldots, Q$. Since $g_{i}^{\prime}(x)=M_{i}(x)$ is Hölder continuous, then $g_{i} \in C^{1, \alpha}([a, b])$, for every $i=1, \ldots, Q$.

In the same way we can prove that a $C^{k, \alpha} Q$-valued function of real variable admits a $C^{k, \alpha}$ selection.

## 5. Scalar $Q$-valued functions

In this last section we examine the case $n=1$. In this situation we obtain a different result with respect to vectorial curves. In fact we are not able to prove the differentiability.

Theorem 5.1. Let $A \subset \mathbb{R}^{m}$. If $f: A \longrightarrow \mathbf{Q}_{Q}(\mathbb{R})$ is continuous then there exist continuous functions $g_{i}: A \longrightarrow \mathbb{R}, i=1, \ldots, Q$, such that $f(x)=$ $\sum_{i=1}^{Q}\left[\left[g_{i}(x)\right]\right], \forall x \in A$.

Proof. We shall prove the thesis by induction. If $Q=1$ there is nothing to prove. Let $Q \geq 2$. We can write $f(x)=\sum_{i=1}^{Q}\left[\left[f_{i}(x)\right]\right], \forall x \in A$. We are going to show that it is possible to sort the functions $f_{i}$ to obtain the continuity. Let us define

$$
\begin{gathered}
g(x)=\max \left\{f_{i}(x): i=1, \ldots, Q\right\} \\
I(x)=\max \left\{i \in\{1, \ldots Q\}: f_{i}(x)=g(x)\right\}
\end{gathered}
$$

We want to show that $g$ is continuous. Let us fix $x, y \in A$; then $g(x)=f_{I(x)}(x)$, $g(y)=f_{I(y)}(y)$. If $g(x) \geq g(y)$ then

$$
|g(x)-g(y)|=f_{I(x)}(x)-f_{I(y)}(y) \leq f_{I(x)}(x)-f_{k}(y) \quad \forall k \in\{1, \ldots, Q\}
$$

Hence, for every $\pi \in \Sigma_{Q}$ we have:

$$
|g(x)-g(y)| \leq f_{I(x)}(x)-f_{\pi(I(x))}(y) \leq \sum_{i=1}^{Q}\left|f_{i}(x)-f_{\pi(i)}(y)\right|
$$

and, taking the minimum on $\Sigma_{Q}$ :

$$
|g(x)-g(y)| \leq \mathcal{F}(f(x), f(y))
$$

The same results hold true if $g(x) \leq g(y)$, and therefore $g$ is continuous.
The next step is to show that the ( $Q-1$ )-valued function obtained "subtracting" $g$ from $f$ is continuous (with the metric on $\mathbf{Q}_{Q-1}(\mathbb{R})$ ). Let $\tilde{f}(x)=\sum_{i \neq I(x)}\left[\left[f_{i}(x)\right]\right]$.
Given $x, y \in A$ we fix a permutation $\pi \in \Sigma_{Q}$.
If $\pi(I(x))=I(y)$ then we define a one-to-one function

$$
\alpha:\{i: 1 \leq i \leq Q, i \neq I(x)\} \longrightarrow\{j: 1 \leq j \leq Q, j \neq I(y)\}
$$

by $\alpha(i)=\pi(i)$. Then

$$
\sum_{i=1}^{Q}\left|f_{i}(x)-f_{\pi(i)}(y)\right| \geq \sum_{i \neq I(x)}\left|f_{i}(x)-f_{\alpha(i)}(y)\right| \geq \mathcal{F}(\tilde{f}(x), \tilde{f}(y))
$$

If $\pi(I(x)) \neq I(y)$ then we claim that

$$
\begin{align*}
& \left|f_{I(x)}(x)-f_{\pi(I(x))}(y)\right|+\left|f_{\pi^{-1}(I(y))}(x)-f_{I(y)}(y)\right|  \tag{13}\\
& \geq\left|f_{\pi^{-1}(I(y))}(x)-f_{\pi(I(x))}(y)\right| .
\end{align*}
$$

Indeed, if $f_{\pi^{-1}(I(y))}(x) \leq f_{\pi(I(x))}(y)$ then

$$
\begin{align*}
&\left|f_{\pi^{-1}(I(y))}(x)-f_{\pi(I(x))}(y)\right|=f_{\pi(I(x))}(y)-f_{\pi^{-1}(I(y))}(x)  \tag{14}\\
& \leq f_{I(y)}(y)-f_{\pi^{-1}(I(y))}(x) \leq\left|f_{\pi^{-1}(I(y))}(x)-f_{I(y)}(y)\right|
\end{align*}
$$

With the same argument, if $f_{\pi(I(x))}(y) \leq f_{\pi^{-1}(I(y))}(x)$ then

$$
\begin{equation*}
\left|f_{\pi^{-1}(I(y))}(x)-f_{\pi(I(x))}(y)\right| \leq\left|f_{I(x)}(x)-f_{\pi(I(x))}(y)\right| . \tag{15}
\end{equation*}
$$

From (14) and (15), (13) follows, hence, we can define

$$
\begin{cases}\alpha(k)=\pi(k) & \text { for } k \neq I(x), \pi^{-1}(I(y)) \\ \alpha\left(\pi^{-1}(I(y))=\pi(I(x))\right. & \end{cases}
$$

$\alpha$ is well defined, one-to-one and

$$
\sum_{i=1}^{Q}\left|f_{i}(x)-f_{\pi(i)}(y)\right| \geq \sum_{i \neq I(x)}\left|f_{i}(x)-f_{\alpha(i)}(y)\right| \geq \mathcal{F}(\tilde{f}(x), \tilde{f}(y))
$$

Taking the minimum on $\pi \in \Sigma_{Q}$ we have

$$
\mathcal{F}(f(x), f(y)) \geq \mathcal{F}(\tilde{f}(x), \tilde{f}(y))
$$

hence $\tilde{f}$ is a continuous $(Q-1)$-valued function. This completes the proof.
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