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## 1 Introduction

In this paper we study the distributional divergence of vector fields $U$ in $\mathbf{R}^{d}$ of the form $U=w B$, where $w$ is scalar function and $B$ is a weakly differentiable vector field (or more in general the divergence of tensor fields of the form $w \otimes B$ ). In particular we are interested in a kind of chain rule property, relating the divergence of $h(w) B$ to the divergence of $w B$. In some sense, if one replaces "divergence" by "derivative" this problem is reminiscent to the problem of writing a chain rule for weakly differentiable functions, a theme that has been investigated in several papers (we mention for instance Vol'pert's paper [36] and [3] in the $B V$ setting). However, the "divergence" problem seems to be much harder than the "derivative" problem, due to much stronger cancellation effects. For instance it may happen that $U \in L_{\text {loc }}^{\infty}$ has distributional divergence $f \in L_{\text {loc }}^{\infty}$, but $f \neq 0 \mathscr{L}^{d}$-a.e. on $\{U=0\}$. This cannot happen for distributional derivatives, see (16).

The problem of writing a chain rule for vector fields $U=w B$ arises in a natural way when one studies the well-posedness of the PDE $D \cdot(w B)=c$, for instance when $B$ has a space-time structure. Indeed one can use $h(s)=s^{ \pm}$to establish uniqueness and comparison principles, very much like in Kruzhkov's theory of scalar conservation laws (see [29]). When $B$ belongs to a Sobolev space $W_{\mathrm{loc}}^{1, p}$ and $w \in L_{\mathrm{loc}}^{q}$, with $p, q$ dual exponents, the chain rule has been established in [25], obtaining

$$
\begin{equation*}
D \cdot(h(w) B)=\left(h(w)-w h^{\prime}(w)\right) D \cdot B+h^{\prime}(w) D \cdot(w B) \tag{1}
\end{equation*}
$$

provided $D \cdot(w B)$ is absolutely continuous with respect to $\mathscr{L}^{d}$. This result has been extended in [6] to the case when $q=\infty, B \in B V_{\text {loc }}$ and both $D \cdot B$, $D \cdot(w B)$ are absolutely continuous with respect to $\mathscr{L}^{d}$.

Here we are interested in extending the validity of (1) to the case when these divergences are not necessarily absolutely continuous. As we will see the solution of this problem would have important applications already in the case when $w B$ is divergence-free, and even in this case we still do not have a complete solution.

Looking at (1), it is clear that this extension seems to require the existence of a "good representative" of $w$, defined not only $\mathscr{L}^{d}$-a.e., but also up to $|D \cdot B|$-negligible sets when $|D \cdot B|$ is not absolutely continuous with respect to $\mathscr{L}^{d}$. Our analysis of this problem takes advantage of the techniques introduced in [6] and of the approximate continuity properties for solutions of transport equations with $B V$ coefficients recently proved in [11].

However, our results are not conclusive and they can be summarized as follows. First, in Section 3 we prove that $D \cdot(h(w) B)$ is a measure (even in a vector-valued setting) and we show a chain rule for the absolutely continuous parts of the divergences

$$
\begin{equation*}
D^{a} \cdot(h(w) B)=\left(h(w)-w h^{\prime}(w)\right) D^{a} \cdot B+h^{\prime}(w) D^{a} \cdot(w B) \tag{2}
\end{equation*}
$$

Second, in Section 4 we characterize the jump part $D^{j} \cdot(h(w) B)$ (i.e. the one concentrated on ( $d-1$ )-dimensional sets, see Section 2 for a precise definition):

$$
\begin{align*}
D^{j} \cdot(h(w) B)=[ & \operatorname{Tr}^{+}(B, \Sigma) h\left(\frac{\operatorname{Tr}^{+}(w B, \Sigma)}{\operatorname{Tr}^{+}(B, \Sigma)}\right) \\
& \left.-\operatorname{Tr}^{-}(B, \Sigma) h\left(\frac{\operatorname{Tr}^{-}(w B, \Sigma)}{\operatorname{Tr}^{-}(B, \Sigma)}\right)\right] \mathscr{H}^{d-1}\llcorner\Sigma, \tag{3}
\end{align*}
$$

Here $\Sigma$ is any countably rectifiable set on which $D^{j} \cdot B$ and $D^{j} \cdot(w B)$ are concentrated, whereas $\operatorname{Tr}^{+}(U, \Sigma)$ and $\operatorname{Tr}^{-}(U, \Sigma)$ are the normal traces of $U$ on $\Sigma$, according to [12], [20], [11]. These one-sided traces coincide for divergencefree vector fields (in general they coincide when the divergence has no jump part). So, a consequence of $(3)$ is that $D^{j} \cdot(h(w) B)=0$ when both $B$ and $w B$ are divergence-free.

It remains to characterize the remaining part of the divergence, the socalled Cantor part $D^{c}(h(w) B)$, and it is this part of the problem that has not been completely settled by now.

In Section 5 we show a new representation of the commutators (20), see Lemma 2. These commutators play a key role in all proofs of the chain rule property known so far. In Section 6 we use this new representation to show that

$$
\begin{aligned}
& D^{c}(h(w) B)= \\
& \left(h(\tilde{w})-\tilde{w} h^{\prime}(\tilde{w})\right) D^{c} \cdot B\left\llcorner\Omega \backslash S_{w}+h^{\prime}(\tilde{w}) D^{c} \cdot(w B)\left\llcorner\Omega \backslash S_{w}+\sigma,\right.\right.
\end{aligned}
$$

where the "error" measure $\sigma$ is absolutely continuous with respect to $\mid D^{c}$. $B\left|+\left|D^{c} \cdot(w B)\right|\right.$ and concentrated on $S_{w}$, the $L^{1}$-approximate discontinuity
set of $w$ (see Theorem 7 for a more general result). For the definition of the Lebesgue limit $\tilde{w}(x)$ we refer to Subsection 2.4.

It remains to understand how large $S_{w}$ can be. Let us first introduce some terminology.

Definition 1 (Tangential set of $B$ ). Let $B \in B V_{\mathrm{loc}}\left(\Omega, \mathbf{R}^{d}\right)$, let $|\underset{\tilde{E}}{ } B|$ denote the total variation of its distributional derivative and denote by $\tilde{E}$ the Borel set of points $x \in \Omega$ s.t.

- The following limit exists and is finite:

$$
M(x):=\lim _{r \downarrow 0} \frac{D B\left(B_{r}(x)\right)}{|D B|\left(B_{r}(x)\right)}
$$

- The Lebesgue limit $\tilde{B}(x)$ exists.

We call tangential set of $B$ the Borel set

$$
E:=\{x \in \tilde{E} \text { such that } M(x) \cdot \tilde{B}(x)=0\} .
$$

The following result has been proved by a blow-up argument in [11] (see Theorem 6.5 and (6.8) therein).

Proposition 1. Let $B \in B V_{\mathrm{loc}}\left(\Omega, \mathbf{R}^{d}\right)$ and let $w \in L_{\text {loc }}^{\infty}(\Omega)$ be such that $D \cdot(B w)$ is a locally finite Radon measure in $\Omega$. Then the inclusion $S_{w} \subset E$ holds up to $\left|D^{s} B\right|$-negligible sets.

Arguing on the single components of $w$, the proposition above obviously extends to vector-valued functions $w$. Since the error measure $\sigma$ in (4) is concentrated on $E$ and absolutely continuous with respect to $|D \cdot B|+\mid D$. $(w B) \mid$, we were thus led to the following question concerning $B V$ vector fields:
(Q) Let $B \in B V_{\text {loc }} \cap L_{\text {loc }}^{\infty}\left(\Omega, \mathbf{R}^{d}\right)$. Does the Cantor part of the divergence $\left|D^{c} \cdot B\right|$ vanish on the tangential set?

If this were the case, then the theorems of this paper (see (2), (3), (4)) would give a solution to the chain rule problem whenever the measure $D$. $(w B)$ is absolutely continuous. Unfortunately the answer to Question (Q) is negative, as it is proved in Section 8:

Proposition 2. There exists $B \in B V\left(\mathbf{R}^{2}, \mathbf{R}^{2}\right)$ such that $\left|D^{c} \cdot B\right|(E)>0$, where $E$ denotes the tangential set of $B$.

Still we can pose the following
Question 1 (Divergence problem). Let $B \in B V_{\text {loc }} \cap L_{\text {loc }}^{\infty}\left(\Omega, \mathbf{R}^{d}\right)$. Under which conditions the Cantor part of the divergence $\left|D^{c} \cdot B\right|$ vanishes on the tangential set?

The following more concrete version of Question 1 would still give useful partial answers to the chain rule problem (see also Remark 1 below):
Question 2. Let $B \in B V_{\text {loc }} \cap L_{\text {loc }}^{\infty}\left(\Omega, \mathbf{R}^{d}\right)$ and let $\rho \in L^{\infty}(\Omega)$ be such that $\rho \geq C>0$ and $D \cdot(\rho B)=0$. Is it true that $\left|D^{c} \cdot B\right|$ vanishes on the tangential set of $B$ ?

In particular, as we explain in Section 7, an affirmative answer to Question 2, combined with some elementary computations and with some remarks of [10], would give an extension of the DiPerna-Lions theory of renormalized solutions to transport equations

$$
\left\{\begin{array}{l}
\partial_{t} u+b \cdot \nabla_{x} u=0 \\
u(0, \cdot)=u_{0}
\end{array}\right.
$$

when the coefficients $b$ are $B V$ and nearly incompressible. Here by nearly incompressible we mean that there exists a positive function $\rho$ with $\log \rho \in L^{\infty}$ satisfying

$$
\begin{equation*}
\partial_{t} \rho+D \cdot(\rho b)=0 \quad \text { in the sense of distributions on } \mathbf{R}_{t}^{+} \times \mathbf{R}^{n} \tag{5}
\end{equation*}
$$

Then, as remarked in [10], we could use this extension of DiPerna-Lions theory to prove the following conjecture of Bressan on compactness of ODEs (which indeed was our initial main motivation for investigating the chain rule):
Conjecture 1 (Bressan's compactness conjecture). Let $b_{n}: \mathbf{R}_{t} \times \mathbf{R}_{x}^{d} \rightarrow \mathbf{R}^{d}$ be smooth maps and denote by $\Phi_{n}$ the solution of the ODEs:

$$
\left\{\begin{array}{l}
\frac{d}{d t} \Phi_{n}(t, x)=b_{n}\left(t, \Phi_{n}(t, x)\right)  \tag{6}\\
\Phi_{n}(0, x)=x
\end{array}\right.
$$

Assume that the fluxes $\Phi_{n}$ are nearly incompressible, i.e. that for some constant $C$ we have

$$
\begin{equation*}
C^{-1} \leq \operatorname{det}\left(\nabla_{x} \Phi_{n}(t, x)\right) \leq C \tag{7}
\end{equation*}
$$

and that $\left\|b_{n}\right\|_{\infty}+\left\|\nabla b_{n}\right\|_{L^{1}}$ is uniformly bounded. Then the sequence $\left\{\Phi_{n}\right\}$ is strongly precompact in $L_{\text {loc }}^{1}$.

We refer to Section 7 for the details.
Remark 1. We close this introduction by pointing out some natural conditions under which one could investigate the Divergence Problem:

- $B=\nabla \alpha \in B V_{\text {loc }}(\Omega)$ for some $\alpha \in W_{l o c}^{1, \infty}$ (in this case $D \cdot B=\Delta \alpha$ );
- $\quad B$ is a (semi)-monote operator, that is

$$
\begin{equation*}
\langle B(y)-B(x), y-x\rangle \geq \lambda|x-y|^{2} \quad \forall x, y \in \Omega \tag{8}
\end{equation*}
$$

- $\quad B$ is both curl-free and (semi)-monotone.


## 2 Main notation and preliminary results

### 2.1 Decomposition of measures

We denote by $\mathscr{L}^{d}$ the Lebesgue measure in $\mathbf{R}^{d}$ and by $\mathscr{H}^{k}(E)$ the Hausdorff $k$-dimensional measure of a set $E \subset \mathbf{R}^{d}$. In the sequel we denote by $\Omega$ a generic open set in $\mathbf{R}^{d}$. If $\mu$ is a nonnegative Borel measure in $\Omega$ we say that $\mu$ is concentrated on a Borel set $F$ if $\mu(\Omega \backslash F)=0$. For a Borel set $F \subset \Omega$, the restriction $\mu\llcorner F$ is defined by

$$
\mu\llcorner F(E):=\mu(F \cap E) \quad \text { for any Borel set } E \subset \Omega \text {. }
$$

The same operation can be defined for vector valued measures $\mu$ with finite total variation in $\Omega$. Unless otherwise stated, weak* convergence of measures is understood in the duality with continuous and compactly supported functions.

We now recall the following elementary results in Measure Theory (see for instance Proposition 1.62(b) of [5]):

Proposition 3. Let $\left\{\mu_{h}\right\}$ be a sequence of Radon measures on $\Omega \subset \mathbf{R}^{d}$, which converge weakly* to $\mu$ and assume that $\left|\mu_{h}\right|$ converge weakly* to $\lambda$. Then $\lambda \geq$ $|\mu|$ and if $E$ is a compact set such that $\lambda(\partial E)=0$, then $\mu_{h}(E) \rightarrow \mu(E)$.

Proposition 4. Let $\mu$ be a Radon measure on $\Omega$. We fix a standard kernel $\rho \in$ $C_{c}^{\infty}\left(\mathbf{R}^{d}\right)$ supported in the unit ball, we take the standard family of mollifiers $\left\{\rho_{\delta}\right\}$ and on every $\tilde{\Omega} \subset \subset \Omega$ we consider $\mu * \rho_{\delta}$ for $\delta<\operatorname{dist}(\tilde{\Omega}, \partial \Omega)$. Then $\mu * \rho_{\delta}$ converges weakly* to $\mu$ in $\tilde{\Omega}$ and $\left|\mu * \rho_{\delta}\right|$ converges weakly ${ }^{*}$ to $|\mu|$ in $\tilde{\Omega}$.

Let $\mu$ be a Radon vector valued measure on $\Omega$. By the Lebesgue decomposition theorem, $\mu$ has a unique decomposition into absolutely continuous part $\mu^{a}$ and singular part $\mu^{s}$ with respect to Lebesgue measure $\mathscr{L}^{d}$. Further, by the Radon-Nikodym theorem there exists a unique $f \in L_{\mathrm{loc}}^{1}\left(\Omega, \mathbf{R}^{k}\right)$ such that $\mu_{a}=f \mathscr{L}^{d}$.

One can further decompose $\mu^{s}$ as follows:
Proposition 5 (Decomposition of the singular part). If $\left|\mu^{s}\right|$ vanishes on any $\mathscr{H}^{d-1}$-negligible set, then $\mu^{s}$ can be uniquely written as a sum $\mu^{c}+\mu^{j}$ of two measures such that
(a) $\mu^{c}(A)=0$ for every $A$ such that $\mathscr{H}^{d-1}(A)<+\infty$;
(b) $\mu^{j}=f \mathscr{H}^{d-1}\left\llcorner J_{\mu}\right.$ for some Borel set $J_{\mu} \sigma$-finite with respect to $\mathscr{H}^{d-1}$.

The proof of this Proposition is analogous to the proof of decomposition of derivatives of $B V$ functions (and indeed in this case the decompositions coincide), see Proposition 3.92 of [5]. In this proof, the Borel set $J_{\mu}$ is defined as

$$
J_{\mu}:=\left\{\begin{array}{l|l}
x \in \Omega & \underset{r \downarrow 0}{\limsup } \frac{|\mu|\left(B_{r}(x)\right)}{r^{d-1}}>0 \tag{9}
\end{array}\right\}
$$

These measures will be called, respectively, jump part and Cantor part of the measure $\mu$.

If $\mu$ is given by a distributional divergence $D \cdot U$, then $\mu^{a}, \mu^{j}$, and $\mu^{c}$ will be denoted respectively by $D^{a} \cdot U, D^{j} \cdot U$, and $D^{c} \cdot U$.

### 2.2 Normal traces of divergence-measure fields

In this section we recall some basic facts about the trace properties of vector fields whose divergence is a measure (see [12], the unpublished work [14], [20], and finally [11]).

Thus, let $U \in L_{\text {loc }}^{\infty}\left(\Omega, \mathbf{R}^{d}\right)$ be such that its distributional divergence $D \cdot U$ is a measure with locally finite variation in $\Omega$. The starting point is to define for every $C^{1}$ open set $\Omega^{\prime} \subset \Omega$ the distribution $\operatorname{Tr}\left(U, \partial \Omega^{\prime}\right)$ as

$$
\begin{equation*}
\left\langle\operatorname{Tr}\left(U, \partial \Omega^{\prime}\right), \varphi\right\rangle:=\int_{\Omega^{\prime}} \nabla \varphi \cdot U+\int_{\Omega^{\prime}} \varphi d[D \cdot U] \quad \forall \varphi \in C_{c}^{\infty}(\Omega) \tag{10}
\end{equation*}
$$

It was proved in [12] that there exists a unique $g \in L_{\text {loc }}^{\infty}\left(\Omega \cap \partial \Omega^{\prime}\right)$ such that

$$
\left\langle\operatorname{Tr}\left(U, \partial \Omega^{\prime}\right), \varphi\right\rangle=\int_{\partial \Omega^{\prime}} g \varphi d \mathscr{H}^{d-1}
$$

By a slight abuse of notation, we denote the function $g$ by $\operatorname{Tr}\left(U, \partial \Omega^{\prime}\right)$ as well.
Given an oriented $C^{1}$ hypersurface $\Sigma$, we can locally view it as the boundary of an open set $\Omega_{1}$ having $\nu_{\Sigma}$ as unit exterior normal. In this way the trace $\operatorname{Tr}^{+}(U, \Sigma)$ is well defined, and the trace $\operatorname{Tr}^{-}(U, \Sigma)$ is defined analogously.

In order to extend the notion of trace to countably $\mathscr{H}^{d-1}$-rectifiable sets, defined below, we need a stronger locality property: in [12] it was proved (see also the recent proof in [11]) that the trace operator is local in a strong sense, i.e. if $\Omega_{1}, \Omega_{2} \subset \subset \Omega$ are two $C^{1}$ open sets, then

$$
\begin{equation*}
\operatorname{Tr}\left(U, \partial \Omega_{1}\right)=\operatorname{Tr}\left(U, \partial \Omega_{2}\right) \quad \mathscr{H}^{d-1} \text {-a.e. on } \partial \Omega_{1} \cap \partial \Omega_{2} \tag{11}
\end{equation*}
$$

if the exterior unit normals coincide on $\partial \Omega_{1} \cap \partial \Omega_{2}$.
Definition 2 (Countably $\mathscr{H}^{d-1}$-rectifiable sets). We say that $\Sigma \subset \mathbf{R}^{d}$ is countably $\mathscr{H}^{d-1}$-rectifiable if there exist (at most) countably many $C^{1}$ embedded hypersurfaces $\Gamma_{i} \subset \mathbf{R}^{d}$ such that

$$
\mathscr{H}^{d-1}\left(\Sigma \backslash \bigcup_{i} \Gamma_{i}\right)=0
$$

Using the decomposition of a rectifiable set $\Sigma$ in pieces of $C^{1}$ hypersurfaces we can define an orientation of $\Sigma$ and the normal traces of $U$ on $\Sigma$ as follows: by the rectifiability property we can find countably many oriented $C^{1}$ hypersurfaces $\Sigma_{i}$ and pairwise disjoint Borel sets $E_{i} \subset \Sigma_{i} \cap \Sigma$ such that
$\mathscr{H}^{d-1}\left(\Sigma \backslash \cup_{i} E_{i}\right)=0$; then we define $\nu_{\Sigma}(x)$ equal to the classical normal to $\Sigma_{i}$ for any $x \in E_{i}$. Analogously, we define

$$
\operatorname{Tr}^{+}(U, \Sigma):=\operatorname{Tr}^{+}\left(U, \Sigma_{i}\right), \quad \operatorname{Tr}^{-}(U, \Sigma):=\operatorname{Tr}^{-}\left(U, \Sigma_{i}\right) \quad \mathscr{H}^{d-1} \text {-a.e. on } E_{i} .
$$

The locality property ensures that this definition depends on the orientation $\nu_{\Sigma}$, as in the case of oriented $C^{1}$ hypersurfaces, but it does not depend on the choice of $\Sigma_{i}$ and $E_{i}$, up to $\mathscr{H}^{d-1}$-negligible sets.

We end this subsection by stating two useful propositions, which correspond to Propositions 3.4 and 3.6 of [11] (see also [20]).

Proposition 6 (Jump part of $D \cdot U$ ). Let the divergence of $C \in L_{\text {loc }}^{\infty}\left(\Omega, \mathbf{R}^{d}\right)$ be a measure with locally finite variation in $\Omega$. Then:
(a) $|D \cdot U|(E)=0$ for any $\mathscr{H}^{d-1}$-negligible set $E \subset \Omega$.
(b) If $\Sigma \subset \Omega$ is a $C^{1}$ hypersurface then

$$
\begin{equation*}
D \cdot U\left\llcorner\Sigma=\left(\operatorname{Tr}^{+}(U, \Sigma)-\operatorname{Tr}^{-}(U, \Sigma)\right) \mathscr{H}^{d-1}\llcorner\Sigma\right. \tag{12}
\end{equation*}
$$

Thanks to Proposition 6(a) it turns out that for any $U \in L_{\text {loc }}^{\infty}\left(\Omega, \mathbf{R}^{d}\right)$ whose divergence is a locally finite measure in $\Omega$ there exist a Borel function $f$ and a set $J=J_{D \cdot U}$ such that

$$
\begin{equation*}
D^{j} \cdot U=f \mathscr{H}^{d-1}\left\llcorner J_{D \cdot U}\right. \tag{13}
\end{equation*}
$$

Proposition 7 (Fubini's Theorem for traces). Let $U$ be as above and let $F \in C^{1}(\Omega)$. Then

$$
\operatorname{Tr}(U, \partial\{F>t\})=U \cdot \nu \quad \mathscr{H}^{d-1}-\text { a.e. on } \Omega \cap \partial\{F>t\}
$$

for $\mathscr{L}^{1}$-a.e. $t \in \mathbf{R}$, where $\nu$ denotes the exterior unit normal to $\{F>t\}$.
Notice that the coarea formula gives that $\{F=t\} \cap\{|\nabla F|=0\}$ is $\mathscr{H}^{d-1}$ _ negligible for $\mathscr{L}^{1}$-a.e. $t \in \mathbf{R}$, therefore the theory of traces applies to the sets $\Sigma=\{F=t\}$ for $\mathscr{L}^{1}$-a.e. $t \in \mathbf{R}$.

## 2.3 $B V$ and $B D$ functions

For $B \in L_{\mathrm{loc}}^{1}\left(\Omega ; \mathbf{R}^{m}\right)$ we denote by $D B=\left(D_{i} B^{l}\right)$ the derivative in the sense of distributions of $B$, i.e. the $\mathbf{R}^{m \times d}$-valued distribution defined by

$$
D_{i} B^{l}(\varphi):=-\int_{\Omega} B^{l} \frac{\partial \varphi}{\partial x_{i}} d x \quad \forall \varphi \in C_{c}^{\infty}(\Omega), \quad 1 \leq i \leq d, 1 \leq l \leq m
$$

In the case when $m=d$ we denote by $E B$ the symmetric part of the distributional derivative of $B$, i.e.,

$$
E B:=\left(E_{i l} B\right), \quad E_{i l} B:=\frac{1}{2}\left(D_{i} B^{l}+D_{l} B^{i}\right) \quad 1 \leq i, l \leq d
$$

Definition 3 ( $B V$ and $B D$ functions). We say that $B \in L^{1}\left(\Omega ; \mathbf{R}^{m}\right)$ has bounded variation in $\Omega$, and we write $B \in B V\left(\Omega ; \mathbf{R}^{m}\right)$, if $D B$ is representable by a $\mathbf{R}^{m \times d}$-valued measure, still denoted with $D B$, with finite total variation in $\Omega$.
We say that $B \in L^{1}\left(\Omega ; \mathbf{R}^{d}\right)$ has bounded deformation in $\Omega$, and we write $B \in B D(\Omega)$, if $E_{i j} B$ is a Radon measure with finite total variation in $\Omega$ for any $i, j=1, \ldots, d$.

It is a well known fact that for $B \in B V$ one has $D B \ll \mathscr{H}^{d-1}$. The same property holds for $E B$ when $B \in B D$ (see for instance Remark 3.3 of [4]). Therefore we can apply the decomposition of Subsection 2.1 to the measures $D B$ and $E B$ and we will use the notation $D^{a} B\left(E^{a} B\right), D^{c} B\left(E^{c} B\right)$, and $D^{j} B$ $\left(E^{j} B\right)$, respectively for the absolutely continuous part, Cantor part, and jump part of $D B(E B)$. The distributional divergence $D \cdot B:=\sum_{i} D_{i} B^{i}=\sum_{i} E_{i i} B$ is a well defined measure with finite total variation in $\Omega$ when $B \in B D(\Omega)$.

### 2.4 Fine properties of $B V$ functions

In this subsection we recall the fine properties of $\mathbf{R}^{m}$-valued $B V$ functions defined in an open set $\Omega \subset \mathbf{R}^{d}$.

The $L^{1}$-approximate discontinuity set $S_{B} \subset \Omega$ of a locally summable $B: \Omega \rightarrow \mathbf{R}^{m}$ and the Lebesgue limit are defined as follows: $x \notin S_{B}$ if and only if there exists $z \in \mathbf{R}^{m}$ satisfying

$$
\lim _{r \downarrow 0} r^{-d} \int_{B_{r}(x)}|B(y)-z| d y=0
$$

The vector $z$, if it exists, is unique and denoted by $\tilde{B}(x)$, the Lebesgue limit of $B$ at $x$. It is easy to check that the set $S_{B}$ is Borel and that $\tilde{B}$ is a Borel function in its domain (see $\S 3.6$ of [5] for details). By Lebesgue differentiation theorem the set $S_{B}$ is Lebesgue negligible and $\tilde{B}=B \mathscr{L}^{d}$-a.e. in $\Omega \backslash S_{B}$.

In a similar way one can define the $L^{1}$-approximate jump set $J_{B} \subset S_{B}$, by requiring the existence of $a, b \in \mathbf{R}^{m}$ with $a \neq b$ and of a unit vector $\nu$ such that

$$
\lim _{r \downarrow 0} r^{-d} \int_{B_{r}^{+}(x, \nu)}|B(y)-a| d y=0, \quad \lim _{r \downarrow 0} r^{-d} \int_{B_{r}^{-}(x, \nu)}|B(y)-b| d y=0
$$

where

$$
\begin{align*}
B_{r}^{+}(x, \nu) & :=\left\{y \in B_{r}(x):\langle y-x, \nu\rangle>0\right\}  \tag{14}\\
B_{r}^{-}(x, \nu) & :=\left\{y \in B_{r}(x):\langle y-x, \nu\rangle<0\right\}
\end{align*}
$$

The triplet $(a, b, \nu)$, if exists, is unique up to a permutation of $a$ and $b$ and a change of sign of $\nu$, and denoted by $\left(B^{+}(x), B^{-}(x), \nu(x)\right)$, where $B^{ \pm}(x)$ are called Lebesgue one-sided limits of $B$ at $x$. It is easy to check that the set
$J_{B}$ is Borel and that $B^{ \pm}$and $\nu$ can be chosen to be Borel functions in their domain (see again $\S 3.6$ of [5] for details).

Denoting by $\eta \otimes \xi$ the linear map from $\mathbf{R}^{d}$ to $\mathbf{R}^{m}$ defined by $v \mapsto \eta\langle\xi, v\rangle$, the following structure theorem holds (see for instance Theorem 3.77 and Proposition 3.92 of [5]):

Proposition 8 ( $B V$ structure theorem). If $B \in B V_{\text {loc }}\left(\Omega, \mathbf{R}^{m}\right)$, then $\mathscr{H}^{d-1}\left(S_{B} \backslash J_{B}\right)=0$ and $J_{B}$ is a countably $\mathscr{H}^{d-1}$-rectifiable set. Moreover

$$
\begin{gather*}
D^{j} B=\left(B^{+}-B^{-}\right) \otimes \nu \mathscr{H}{ }^{d-1}\left\llcorner J_{B}\right.  \tag{15}\\
\left|D^{a} B\right|\left(u^{-1}(N)\right)+\left|D^{c} B\right|\left(\tilde{u}^{-1}(N)\right)=0 \\
\text { for any } \mathscr{L}^{1}-\text { negligible Borel set } N \subset \mathbf{R} . \tag{16}
\end{gather*}
$$

As a corollary, since $D^{a} B$ and $D^{c} B$ are both concentrated on $\Omega \backslash S_{B}$, we conclude that $\left|D^{a} B\right|+\left|D^{c} B\right|-$ a.e. $x$ is a Lebesgue point for $B$, with value $\tilde{B}(x)$. The space of functions of special bounded variation (denoted by $S B V$ ) is defined as follows:
Definition $4(S B V)$. Let $\Omega \subset \mathbf{R}^{d}$ be an open set. The space $S B V\left(\Omega, \mathbf{R}^{m}\right)$ is the set of all $u \in B V\left(\Omega, \mathbf{R}^{m}\right)$ such that $D^{c} u=0$.

### 2.5 Fine properties of BD functions

As in the case of $B V$ functions, also for $B D$ functions $B$ the set $J_{B}$ is countably $\mathscr{H}^{d-1}$-rectifiable (see [4]). Though the question whether $\mathscr{H}^{d-1}\left(S_{B} \backslash J_{B}\right)=0$ is still open, in [4] it was proved that:

Proposition 9. If $B \in B D(\Omega)$, then

$$
E^{j} B=\left(B^{+}-B^{-}\right) \odot \nu \mathscr{H}^{d-1}\left\llcorner J_{B}\right.
$$

where $2 a \odot b:=a \otimes b+b \otimes a$.
Similarly, we can define:
Definition $5(S B D)$. $S B D(\Omega)$ is the set of all $B \in B D(\Omega)$ such that $E^{c} B=$ 0 .

### 2.6 Vol'pert chain rule and Alberti's rank one Theorem

We end this section by recalling the classical chain-rule formula for BV functions of Vol'pert (see [36] and Theorem 3.96 of [5]) and a deep result of Alberti concerning the structure of $D^{s} B$ (see [1]).

Theorem 1 (Vol'pert chain rule). Let $v \in B V_{\text {loc }}\left(\Omega, \mathbf{R}^{m}\right)$ and let $\Phi \in$ $C^{1}\left(\mathbf{R}^{m}, \mathbf{R}^{h}\right)$ be a map with a bounded gradient. Then $\Phi \circ v \in B V_{\mathrm{loc}}\left(\Omega, \mathbf{R}^{h}\right)$ and the measure $D(\Phi \circ v)$ can be explicitly computed as
$D(\Phi \circ v)=\nabla \Phi(v) \cdot D^{a} v+\nabla \Phi(\tilde{v}) \cdot D^{c} v+\left(\Phi\left(v^{+}\right)-\Phi\left(v^{-}\right)\right) \otimes \nu \mathscr{H}^{d-1}\left\llcorner J_{v}\right.$.

Theorem 2 (Alberti's rank one theorem). Let $B \in B V_{\text {loc }}\left(\Omega, \mathbf{R}^{m}\right)$. Then there exist Borel functions $\xi: \Omega \rightarrow \mathbf{S}^{d-1}, \eta: \Omega \rightarrow \mathbf{S}^{m-1}$ such that

$$
\begin{equation*}
D^{s} B=\eta \otimes \xi\left|D^{s} B\right| \tag{17}
\end{equation*}
$$

## 3 Chain rule: The absolutely continuous part

In this and in the next three sections we will study the problem of computing the divergence $D \cdot(h(w) B)$ when $B$ is a $B V$ function and $w$ is an $L^{\infty}$ function such that $D \cdot(w B)$ is a measure.

To simplify the statements, in this and in the next two sections we will always assume that the divergence of $w B$ is a measure with locally finite total variation.
Remark 2. Note that, when $U \in L^{\infty}\left(\mathbf{R}^{d}, \mathbf{R}^{d}\right)$ and $D \cdot U$ is a measure with locally finite total variation, one has the estimate

$$
\left|D \cdot U\left(B_{r}(x)\right)\right| \leq \alpha_{d-1}\|U\|_{\infty} r^{d-1}
$$

where $\alpha_{d-1}$ denotes the $d-1$-dimensional volume of the unit sphere. By standard arguments, this implies that $|D \cdot U|(E)=0$ for every Borel set $E$ such that $\mathscr{H}^{d-1}(E)=0$.

Therefore we can decompose $D \cdot U$ into its absolutely continuous, Cantor, and jump part, which will be denoted respectively by $D^{a} \cdot U, D^{c} \cdot U$, and $D^{j} \cdot U$.

Definition 6 ( $B V$ measures). We say that a positive locally finite measure $\sigma$ in $\Omega$ is a $B V$ measure if there exists an at most countable Borel partition $\left\{\Omega_{l}\right\}_{l \in I}$ of $\Omega$ and functions $f_{l} \in B V_{\text {loc }}(\Omega)$ such that $\sigma\left\llcorner\Omega_{l} \ll\left|D f_{l}\right|\right.$ for any $l \in I$.

Notice that it is not restrictive to assume that the functions $f_{l}$ are bounded and nonnegative, by a truncation argument. Also, it is immediate to check using the uniqueness of decomposition in Cantor and jump part that $\sigma\left\llcorner\Omega_{l} \ll\right.$ $\left|D f_{l}\right|$ implies $\sigma^{j}\left\llcorner\Omega_{l} \ll\left|D^{j} f_{l}\right|\right.$ and $\sigma^{c}\left\llcorner\Omega_{l} \ll\left|D^{c} f_{l}\right|\right.$. As a consequence, since $\left|D^{j} f\right|$ is concentrated on a countably $\mathscr{H}^{d-1}$-rectifiable set for any $f \in B V_{\text {loc }}$ (precisely the $L^{1}$-approximate jump set of $f$ ), the same is true for the jump part $\sigma^{j}$ of a $B V$ measure $\sigma$.
Theorem 3 (Absolutely continuous part). Let $B \in B D_{\mathrm{loc}}(\Omega), w \in$ $L_{\text {loc }}^{\infty}\left(\Omega ; \mathbf{R}^{k}\right)$, and $h \in C^{1}\left(\mathbf{R}^{k}\right)$, and assume that $D \cdot(w B)$ is a measure with locally finite total variation. Then
(a) $D \cdot(h(w) B)$ is a measure with locally finite variation in $\Omega$ and

$$
\begin{align*}
& D^{a} \cdot(h(w) B)= \\
& {\left[h(w)-\sum_{i=1}^{k} w_{i} \frac{\partial h}{\partial z_{i}}(w)\right] D^{a} \cdot B+\sum_{i=1}^{k} \frac{\partial h}{\partial z_{i}}(w) D^{a} \cdot\left(w_{i} B\right)} \tag{18}
\end{align*}
$$

(b) If $B \in B V_{\text {loc }}$, then for any open set $A \subset \subset \Omega$ we have

$$
\begin{equation*}
\left|D^{s} \cdot(h(w) B)\right| \text { L } A \leq L_{1}\left|D^{s} \cdot B\right|+L_{2}\left|D^{s} \cdot(w B)\right|, \tag{19}
\end{equation*}
$$ where the constants $L_{1}$ and $L_{2}$ depend only on $L:=\|w\|_{L^{\infty}(A)}$ and $\|h\|_{C^{1}\left(B_{L}(0)\right)}$.

(c) If $B \in B V_{\text {loc }}$ and $D \cdot\left(w_{i} B\right)$ are $B V$ measures, then $|D \cdot(h(w) B)|$ is a $B V$ measure as well.

Before going into the proof of the previous theorem, we need some definitions and preliminary lemmas. First of all, $\rho_{\delta}$ will denote a standard family of mollifiers in $\mathbf{R}^{d}$, that is $\rho \in C_{c}^{\infty}\left(B_{1}(0)\right)$ is even with $\rho \geq 0, \int \rho=1$ and $\rho_{\delta}(x)=\delta^{-d} \rho\left(\frac{x}{\delta}\right)$. We set

$$
I(\rho):=\int_{\mathbf{R}^{d}}|z||\nabla \rho(z)| d z .
$$

Moreover, we define the commutators

$$
\begin{equation*}
T_{\delta}:=(D \cdot(B w)) * \rho_{\delta}-D \cdot\left(B\left(w * \rho_{\delta}\right)\right), \tag{20}
\end{equation*}
$$

and we denote by $T_{\delta}^{i}$ the component $\left(D \cdot\left(B w_{i}\right)\right) * \rho_{\delta}-D \cdot\left(B\left(w_{i} * \rho_{\delta}\right)\right)$. The next Proposition is Theorem 2.6 of [11].

Proposition 10 ( $B D$ commutators estimate). Let $B \in B D_{\mathrm{loc}}(\Omega)$ and let $w \in L_{\mathrm{loc}}^{\infty}(\Omega)$. Let $\rho$ be a radial convolution kernel. Then:
(a) The distributions defined by (20) are induced by measures with locally uniformly bounded variation in $\Omega$ as $\delta \downarrow 0$.
(b) Any weak* limit $\sigma$ of a subsequence of $\left\{\left|T_{\delta}\right|\right\}_{\delta \downarrow 0}$ as $\delta \downarrow 0$ is a singular measure which satisfies the bound

$$
\begin{equation*}
\sigma L A \leq\|w\|_{L^{\infty}(A)}(d+I(\rho))\left|E^{s} B\right| \quad \text { for any open set } A \subset \subset \Omega . \tag{21}
\end{equation*}
$$

In the case where $B \in B V_{\text {loc }}$ we can consider more general convolution kernels and give more refined estimates. In this we follow [6] and define, for every convolution kernel $\rho$ and any $d \times d$ matrix $M$, the quantity:

$$
\begin{equation*}
\Lambda(M, \rho):=\int_{\mathbf{R}^{d}}|\langle M \cdot z, \nabla \rho(z)\rangle| d z . \tag{22}
\end{equation*}
$$

In the following proposition we write the matrix valued measure $D^{s} B$ as $M\left|D^{s} B\right|$, where $M: \Omega \rightarrow \mathbf{R}^{d \times d}$ is a Borel function with $|M|=1\left|D^{s} B\right|$-a.e. in $\Omega$.

Proposition 11 ( $B V$ commutators estimate). Let $B \in B V_{\mathrm{loc}}\left(\Omega ; \mathbf{R}^{d}\right)$ and let $\rho$ be an even convolution kernel. Then, any measure $\sigma$ which is the weak ${ }^{*}$ limit in $\Omega$ of a subsequence of $\left\{\left|T_{\delta}\right|\right\}$ satisfies the estimate

$$
\begin{equation*}
\sigma L A \leq\|w\|_{L^{\infty}(A)}\left[\Lambda(M(\cdot), \rho)\left|D^{s} B\right|+\left|D^{s} \cdot B\right|\right] \tag{23}
\end{equation*}
$$

for all open sets $A \subset \subset \Omega$.

This proposition is the analog of Theorem 3.2 of [6], with the only difference that the commutators considered here in (20) are more general than those considered in [6]. Indeed the commutators considered in [6] can be written only under the assumption that the divergence of $B$ is absolutely continuous. In Appendix A we show the minor modifications needed to adapt the proof of Theorem 3.2 of [6].

The final ingredient for the proof of Theorem 3 is the following elementary lemma

## Lemma 1. Let

$$
\begin{equation*}
K:=\left\{\rho \in C_{c}^{\infty}\left(B_{1}(0)\right) \text { such that } \rho \geq 0 \text { is even, and } \int_{B_{1}(0)} \rho=1\right\} \tag{24}
\end{equation*}
$$

If $D \subset K$ is dense with respect to the strong $W^{1,1}$ topology, then for every $\xi, \eta \in \mathbf{R}^{d}$ we have

$$
\begin{equation*}
\inf _{\rho \in D} \Lambda(\eta \otimes \xi, \rho)=|\langle\xi, \eta\rangle|=|\operatorname{tr}(\eta \otimes \xi)| \tag{25}
\end{equation*}
$$

The proof of this lemma is equal to the the proof of Lemma 3.3 of [6] (see also Remark 3.8(1) in the same paper), but since the statement of Lemma 3.3 of [6] is slightly weaker, for the reader's convenience we include the proof of Lemma 1 in Appendix B. We now come to

Proof (of Theorem 3). (a) Let us fix a radial convolution kernel $\rho$ and define $T_{\delta}$ as in (20). Then, we compute

$$
\begin{align*}
& D \cdot\left(h\left(w * \rho_{\delta}\right) B\right) \\
= & \sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right) \nabla\left(w_{i} * \rho_{\delta}\right) \cdot B+h\left(w * \rho_{\delta}\right) D \cdot B \\
= & \sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right) D \cdot\left[\left(w_{i} * \rho_{\delta}\right) B\right] \\
& +\left[h\left(w * \rho_{\delta}\right)-\sum_{i}\left(w_{i} * \rho_{\delta}\right) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\right] D \cdot B \\
= & \sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\left[\left(D \cdot\left(B w_{i}\right)\right) * \rho_{\delta}\right]-\sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right) T_{\delta}^{i}  \tag{26}\\
& +\left[h\left(w * \rho_{\delta}\right)-\sum_{i}\left(w_{i} * \rho_{\delta}\right) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\right] D \cdot B . \tag{27}
\end{align*}
$$

As $\delta \downarrow 0, D \cdot\left(h\left(w * \rho_{\delta}\right) B\right)$ converges to $D \cdot(h(w) B)$ in the distribution sense. On any open set $A \subset \subset \Omega$ the measures $\left[(D \cdot(B w)) * \rho_{\delta}\right]$ enjoy uniform bounds on their total variations. In view of Proposition 10 , the same holds for $T_{\delta}$. Since $w \in L_{\text {loc }}^{\infty}$ we conclude easily that the sum of (26) and (27) converges, up to subsequences, to a Radon measure $\mu=D \cdot(h(w) B)$ on $\Omega$.

Define $S_{\delta}:=\frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right) T_{\delta}^{i}$. Note that $\left|S_{\delta}\right| \leq C\left|T_{\delta}^{i}\right|$, where $C$ locally depends only on $\|w\|_{\infty}$ and $h$. Hence from Proposition 10 we conclude that any weak limit of a subsequence of $\left|S_{\delta}\right|$ is singular and from Proposition 3 we conclude that any limit point of $S_{\delta}$ as $\delta \downarrow 0$ is a singular measure.

We use the decomposition $\left[(D \cdot(B w)) * \rho_{\delta}\right]=\left[\left(D^{a} \cdot(B w)\right) * \rho_{\delta}\right]+\left[\left(D^{s}\right.\right.$. $\left.(B w)) * \rho_{\delta}\right]$. By Proposition 3 again, the measures

$$
\mu_{2}^{\delta}:=\sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\left[\left(D^{s} \cdot\left(B w_{i}\right)\right) * \rho_{\delta}\right]
$$

converge (up to subsequences) to singular measures. Moreover, if we write $D^{a} \cdot(B w)=f \mathscr{L}^{d}$, we get that $\left[\left(D^{a} \cdot(B w)\right) * \rho_{\delta}\right]=f * \rho_{\delta} \mathscr{L}^{d}$. Since $\frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)$ converges to $\frac{\partial h}{\partial z_{i}}(w)$ pointwise almost everywhere and $f * \rho_{\delta}$ converges to $f$ strongly in $L_{\text {loc }}^{1}$, we conclude that

$$
\mu_{1}^{\delta}:=\sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\left[\left(D^{a} \cdot\left(B w_{i}\right)\right) * \rho_{\delta}\right]
$$

converges to

$$
\left[\sum_{i} \frac{\partial h}{\partial z_{i}}(w) f_{i}\right] \mathscr{L}^{d}=\sum_{i} \frac{\partial h}{\partial z_{i}}(w) D^{a} \cdot\left(B w_{i}\right)
$$

In a similar way we can treat the last term in (27) and we conclude that the sum of the expressions (26) and (27) converges (up to subsequences) to $\mu=\mu_{1}+\mu_{2}$, where

- $\mu_{2}$ is singular with respect to $\mathscr{L}^{d}$ and is the limit of

$$
\mu_{2}^{\delta}+\sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right) T_{\delta}^{i}+\left[h\left(w * \rho_{\delta}\right)-\sum_{i}\left(w_{i} * \rho_{\delta}\right) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\right] D^{s} \cdot B
$$

- $\mu_{1}$ is absolutely continuous and

$$
\begin{aligned}
\mu_{1} & =\lim _{\delta \downarrow 0}\left\{\mu_{1}^{\delta}+\left[h\left(w * \rho_{\delta}\right)-\sum_{i}\left(w_{i} * \rho_{\delta}\right) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\right] D^{a} \cdot B\right\} \\
& =\left[h(w)-\sum_{i=1}^{k} w_{i} \frac{\partial h}{\partial z_{i}}(w)\right] D^{a} \cdot B+\sum_{i=1}^{k} \frac{\partial h}{\partial z_{i}}(w) D^{a} \cdot\left(w_{i} B\right)
\end{aligned}
$$

From this we easily get (18).
(b) From the argument of the previous step, we conclude that $D^{s} \cdot(h(w) B)$ is the limit (in the sense of distributions) of the sums of the following expressions:

$$
\begin{gather*}
\left\{\sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\left[\left(D^{s} \cdot\left(B w_{i}\right)\right) * \rho_{\delta}\right]\right. \\
\left.+\left[h\left(w * \rho_{\delta}\right)-\sum_{i}\left(w_{i} * \rho_{\delta}\right) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\right] D^{s} \cdot B\right\}  \tag{28}\\
\sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right) T_{\delta}^{i} \tag{29}
\end{gather*}
$$

Clearly, any limit point of the sum in (28) is a measure which is bounded on any open set $A \subset \subset \Omega$ by

$$
L_{1}\left|D^{s} \cdot(B w)\right|+L_{2}\left|D^{s} \cdot B\right|
$$

where $L_{1}$ and $L_{2}$ only depend on $L:=\|w\|_{L^{\infty}(A)}$ and $\|h\|_{C^{1}\left(B_{L}(0)\right)}$.
Now, fix an open set $A \subset \subset \Omega$ and let $\nu$ be any limit point of (29). According to Proposition 11 we have

$$
|\nu|\left\llcorner A \leq\|w\|_{L^{\infty}(A)} \Lambda(M(\cdot), \rho)\left|D^{s} B\right|+\|w\|_{L^{\infty}(A)}\left|D^{s} \cdot B\right|\right.
$$

Thus, choosing subsequences for which both terms in (28) and (29) are converging, we find

$$
\begin{equation*}
\left.\mid D^{s} \cdot(h(w) B)\right) \mid\left\llcorner A \leq L_{1}\left|D^{s} \cdot(B w)\right|+L_{2}\left|D^{s} \cdot B\right|+L_{3} \Lambda(M(\cdot), \rho)\left|D^{s} B\right|\right. \tag{30}
\end{equation*}
$$

for some constants $L_{i}$ independent of $Q$ and of $\rho$ and depending only on $A$. Now, let $\tau$ be the positive part of the measure $\left|D^{s}(h(w) B)\right|-L_{1}\left|D^{s} \cdot(B w)\right|$ and let $g$ be its Radon-Nikodym derivative with respect to $\left|D^{s} B\right|$. Then from (30) it follows that, for any even convolution kernel $\rho$, the inequality

$$
g(x) \leq L_{2}|\operatorname{tr}(M(x))|+L_{3} \Lambda(M(x), \rho)
$$

holds for $\left|D^{s} B\right|$-a.e. $x \in A$. Let $D$ be a countable set of mollifiers which is dense in the $W^{1,1}$ strong topology in the set $K$ of (24). Then,

$$
g(x) \leq L_{2}|\operatorname{tr}(M(x))|+L_{3} \inf _{\rho \in D} \Lambda(M(x), \rho) \quad \text { for }\left|D^{s} B\right|-\text { a.e. } x \in A
$$

Recall Alberti's Theorem: $M(x)=\eta(x) \otimes \xi(x)$. Thus, from Lemma 1 it follows that

$$
g(x) \leq L_{2}|\operatorname{tr}(M(x))|+L_{3}|\operatorname{tr}(M(x))|
$$

so that $\tau\left\llcorner A \leq\left(L_{2}+L_{3}\right)\left|D^{s} \cdot B\right|\right.$. Hence, setting $L_{4}=L_{2}+L_{3}$, we conclude that

$$
\begin{align*}
\left.\mid D^{s} \cdot(h(w) B)\right) \mid & \leq L_{1}\left|D^{s} \cdot(B w)\right|+L_{4}|\operatorname{tr}(M)|\left|D^{s} B\right| \\
& =L_{1}\left|D^{s} \cdot(B w)\right|+L_{4}\left|D^{s} \cdot B\right| \tag{31}
\end{align*}
$$

(c) It is an immediate consequence of (19).

## 4 Chain rule: The jump part

In this section we prove the following
Theorem 4 (Jump part). Let $h \in C^{1}\left(\mathbf{R}^{k}\right), B \in B D_{\text {loc }}$ and let $\Sigma \subset \Omega$ be any oriented countably $\mathscr{H}^{d-1}$-rectifiable set. Then

$$
\begin{aligned}
D \cdot(h(w) B)\llcorner\Sigma=[ & \operatorname{Tr}^{+}(B, \Sigma) h\left(\frac{\operatorname{Tr}^{+}(w B, \Sigma)}{\operatorname{Tr}^{+}(B, \Sigma)}\right) \\
& \left.-\operatorname{Tr}^{-}(B, \Sigma) h\left(\frac{\operatorname{Tr}^{-}(w B, \Sigma)}{\operatorname{Tr}^{-}(B, \Sigma)}\right)\right] \mathscr{H}^{d-1}\llcorner\Sigma
\end{aligned}
$$

where the ratio $\frac{\operatorname{Tr}^{+}(w B, \Sigma)}{\operatorname{Tr}^{+}(B, \Sigma)}$ (resp. $\left.\frac{\operatorname{Tr}^{-}(w B, \Sigma)}{\operatorname{Tr}^{-}(B, \Sigma)}\right)$ is arbitrarily defined at points where the trace $\operatorname{Tr}^{+}(B, \Sigma)$ (resp. $\left.\operatorname{Tr}^{-}(B, \Sigma)\right)$ vanishes.

Moreover, if $D^{j} \cdot\left(w_{i} B\right)$ are concentrated on a countably $\mathscr{H}^{d-1}$-rectifiable set $\Sigma$, then $D^{j}(h(w) B)$ is concentrated on $\Sigma$.

The key for proving Theorem 4 is the following theorem. The scalar case is proved in [11]. In the vector-valued case the proof is analogous, but we give a detailed one for the reader's convenience.

Theorem 5 (Change of variables for traces). Let $\Omega^{\prime} \subset \subset \Omega$ be an open domain with a $C^{1}$ boundary and let $h \in C^{1}\left(\mathbf{R}^{k}\right)$. Then

$$
\operatorname{Tr}\left(h(w) B, \partial \Omega^{\prime}\right)=h\left(\frac{\operatorname{Tr}\left(w B, \partial \Omega^{\prime}\right)}{\operatorname{Tr}\left(B, \partial \Omega^{\prime}\right)}\right) \operatorname{Tr}\left(B, \partial \Omega^{\prime}\right) \quad \mathscr{H}^{d-1} \text {-a.e. on } \partial \Omega^{\prime}
$$

Proof. It is not restrictive to assume that the larger open set $\Omega$ is bounded and it has a $C^{1}$ boundary.
Step 1. Let $\Omega^{\prime \prime}=\Omega \backslash \overline{\Omega^{\prime}}$. In this step we prove that

$$
\operatorname{Tr}\left(h(w) B, \partial \Omega^{\prime \prime}\right)=h\left(\frac{\operatorname{Tr}\left(w B, \partial \Omega^{\prime \prime}\right)}{\operatorname{Tr}\left(B, \partial \Omega^{\prime \prime}\right)}\right) \operatorname{Tr}\left(B, \partial \Omega^{\prime \prime}\right) \quad \mathscr{H}^{d-1} \text {-a.e. on } \partial \Omega^{\prime \prime}
$$

under the assumption that the components of $B$ and $w$ are bounded and belong to the Sobolev space $W^{1,1}\left(\Omega^{\prime \prime}\right)$. Indeed, the identity is trivial if both $w$ and $B$ are continuous up to the boundary, and the proof of the general case can be immediately achieved by a density argument based on the strong continuity of the trace operator from $W^{1,1}\left(\Omega^{\prime \prime}\right)$ to $L^{1}\left(\partial \Omega^{\prime \prime}, \mathscr{H}^{d-1}\left\llcorner\partial \Omega^{\prime \prime}\right)\right.$ (see for instance Theorem 3.88 of [5]).
Step 2. In this step we prove the general case. Let us apply Gagliardo's theorem on the surjectivity of the trace operator from $W^{1,1}$ into $L^{1}$ to obtain a bounded vector field $B_{1} \in W^{1,1}\left(\Omega^{\prime \prime} ; \mathbf{R}^{d}\right)$ whose trace on $\partial \Omega^{\prime} \subset \partial \Omega^{\prime \prime}$ is equal to the trace of $B$, seen as a function in $B D\left(\Omega^{\prime}\right)$. In particular $\operatorname{Tr}\left(B, \partial \Omega^{\prime}\right)=$ $-\operatorname{Tr}\left(B_{1}, \partial \Omega^{\prime \prime}\right)$. Defining

$$
\tilde{B}(x):=\left\{\begin{array}{l}
B(x) \text { if } x \in \Omega^{\prime} \\
B_{1}(x) \text { if } x \in \Omega^{\prime \prime},
\end{array}\right.
$$

it turns out that $\tilde{B} \in B D_{\text {loc }}(\Omega)$ and that

$$
\begin{equation*}
|E \tilde{B}|\left(\partial \Omega^{\prime}\right)=0 . \tag{32}
\end{equation*}
$$

Let us consider the function $\theta:=\operatorname{Tr}\left(w B, \partial \Omega^{\prime}\right) / \operatorname{Tr}\left(B, \partial \Omega^{\prime}\right)$ (set equal to 0 wherever the denominator is 0 ) and let us prove that $\|\theta\|_{L^{\infty}\left(\partial \Omega^{\prime}\right)}$ is less than $\|w\|_{L^{\infty}\left(\Omega^{\prime}\right.}$. Indeed, writing $\partial \Omega^{\prime}$ as the 0 -level set of a $C^{1}$ function $F$ with $|\nabla F|>0$ on $\partial \Omega^{\prime}$ and $\{F=t\} \subset \Omega^{\prime}$ for $t>0$ sufficiently small, by Proposition 7 we have

$$
\begin{aligned}
-\|w\|_{L^{\infty}\left(\Omega^{\prime}\right)} \operatorname{Tr}(B, \partial\{F>t\}) & \leq \operatorname{Tr}(w B, \partial\{F>t\}) \\
& \leq\|w\|_{L^{\infty}\left(\Omega^{\prime}\right)} \operatorname{Tr}(B, \partial\{F>t\})
\end{aligned}
$$

$\mathscr{H}^{d-1}$-a.e. on $\{F=t\}$ for $\mathscr{L}^{1}$-a.e. $t>0$ sufficiently small. Passing to the limit as $t \downarrow 0$ and using the $w^{*}$-continuity of the trace operator (see [20], [11]) we recover the same inequality on $\{F=0\}$, proving the boundedness of $\theta$.

Now, still using Gagliardo's theorem, we can find a bounded function $w_{1} \in$ $W^{1,1}\left(\Omega^{\prime \prime} ; \mathbf{R}^{k}\right)$ whose trace on $\partial \Omega^{\prime}$ is given by $\theta$, so that the normal trace of $w_{1 i} B_{1}$ on $\partial \Omega^{\prime \prime}$ is equal to $\operatorname{Tr}\left(w_{i} B, \partial \Omega^{\prime}\right)$ on the whole of $\partial \Omega^{\prime}$. Defining

$$
\tilde{w}(x):=\left\{\begin{array}{l}
w(x) \text { if } x \in \Omega^{\prime} \\
w_{1}(x) \text { if } x \in \Omega^{\prime \prime},
\end{array}\right.
$$

by Proposition 6 we obtain

$$
\begin{equation*}
\left|D \cdot\left(\tilde{w}_{i} \tilde{B}\right)\right|\left(\partial \Omega^{\prime}\right)=0 \quad i=1, \ldots, k \tag{33}
\end{equation*}
$$

Let us apply now (19) in Theorem 3 and (32), (33), to obtain that the divergence of the vector field $h(\tilde{w}) \tilde{B}$ is a measure with finite total variation in $\Omega$, whose restriction to $\partial \Omega^{\prime}$ vanishes. As a consequence, Proposition 6 gives

$$
\begin{equation*}
\operatorname{Tr}^{+}\left(h(\tilde{w}) \tilde{B}, \partial \Omega^{\prime}\right)=\operatorname{Tr}^{-}\left(h(\tilde{w}) \tilde{B}, \partial \Omega^{\prime}\right) \quad \mathscr{H}^{d-1} \text {-a.e. on } \partial \Omega^{\prime} . \tag{34}
\end{equation*}
$$

By applying (34), Step 1, and finally our choice of $B_{1}$ and $w_{1}$ the following chain of equalities holds $\mathscr{H}^{d-1}$-a.e. on $\partial \Omega^{\prime}$ :

$$
\begin{aligned}
\operatorname{Tr}\left(h(w) B, \partial \Omega^{\prime}\right) & =\operatorname{Tr}^{+}\left(h(\tilde{w}) \tilde{B}, \partial \Omega^{\prime}\right)=\operatorname{Tr}^{-}\left(h(\tilde{w}) \tilde{B}, \partial \Omega^{\prime}\right) \\
& =\operatorname{Tr}\left(h\left(w_{1}\right) B_{1}, \partial \Omega^{\prime \prime}\right)=h\left(\frac{\operatorname{Tr}\left(w_{1} B_{1}, \partial \Omega^{\prime \prime}\right)}{\operatorname{Tr}\left(B_{1}, \partial \Omega^{\prime \prime}\right)}\right) \operatorname{Tr}\left(B_{1}, \partial \Omega^{\prime \prime}\right) \\
& =h\left(\frac{\operatorname{Tr}\left(w B, \partial \Omega^{\prime}\right)}{\operatorname{Tr}\left(B, \partial \Omega^{\prime}\right)}\right) \operatorname{Tr}\left(B, \partial \Omega^{\prime}\right) .
\end{aligned}
$$

Proof (of Theorem 4). If $\Sigma$ is a compact set contained in a $C^{1}$ hypersurface $\partial \Omega^{\prime}$ the statement is a direct consequence of Proposition 6 and of Theorem 5. The general case follows by the rectifiability of $\Sigma$, recalling the way in which traces on rectifiable sets have been defined. Finally, the last statement is a direct consequence of (19).

## 5 Concentration of commutators on $S_{w}$

In this section we improve the results of Section 3, showing that the commutators

$$
\begin{equation*}
\mathcal{T}_{\delta}^{i}:=\frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right) T_{\delta}^{i}=\frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\left[\left(D \cdot\left(B w_{i}\right)\right) * \rho_{\delta}-D \cdot\left(\left(w_{i} * \rho_{\delta}\right) B\right)\right] \tag{35}
\end{equation*}
$$

concentrate on the $L^{1}$-approximate discontinuity set $S_{w}$. The main ingredient in the proof of this fact is the following lemma, which gives a representation of the product $\Phi T_{\delta}$, where $\Phi$ is a test function, as the integral with respect to $D B$ of a kind of anisotropic convolution product between $w$ and $\Phi$ (it is indeed a standard 1-d convolution along the direction $y$, weighted by $\nabla \rho(y)$ ).

It is easy to check (see for instance [11]) that $T_{\delta}^{i}$ can be written as $r_{\delta}^{i} \mathscr{L}^{d}-$ $\left(w_{i} * \rho_{\delta}\right) D \cdot B$, where

$$
\begin{equation*}
r_{\delta}^{i}(x):=\int_{\mathbf{R}^{d}} w_{i}\left(x^{\prime}\right)\left[\left(B(x)-B\left(x^{\prime}\right)\right) \cdot \nabla \rho_{\delta}\left(x^{\prime}-x\right)\right] d x^{\prime} \tag{36}
\end{equation*}
$$

Lemma 2 (Double averages lemma). Let $\Phi \in L^{\infty}(\Omega)$ and assume that its support is a compact subset of $\Omega$. Then, for $\delta$ sufficiently small, we have

$$
\begin{equation*}
\int_{\mathbf{R}^{d}} \Phi(x) r_{\delta}^{i}(x) d x=\sum_{j, k} \int_{\mathbf{R}^{d}} A_{\delta}^{i j k}(\xi) d\left[D_{k} B^{j}\right](\xi) \tag{37}
\end{equation*}
$$

where the functions $A_{\delta}^{i j k}$ are given by the double average

$$
\begin{equation*}
A_{\delta}^{i j k}(\xi):=-\frac{1}{\delta} \int_{0}^{\delta} \int_{\mathbf{R}^{d}} y_{k} \frac{\partial \rho}{\partial z_{j}}(y) \Phi(\xi-\tau y) w_{i}(\xi+(\delta-\tau) y) d y d \tau \tag{38}
\end{equation*}
$$

Proof. Fix $\Phi \in L^{\infty}(\Omega)$ and with compact support contained in $\Omega$ and assume without loss of generality that $w$ is globally bounded. Then, if $\delta$ is sufficiently small, $A_{\delta}^{i j k}$ has compact support contained in $\Omega$. We now prove that $A_{\delta}^{i j k}$ is a continuous function. Taking into account that $\Phi$ and $w$ are bounded, it suffices to show that

$$
R_{\varepsilon}(\xi):=\int_{\varepsilon}^{\delta-\varepsilon} \int_{\mathbf{R}^{d}} y_{k} \frac{\partial \rho}{\partial z_{j}}(y) \Phi(\xi-\tau y) w_{i}(\xi+(\delta-\tau) y) d y d \tau
$$

is continuous for any $\varepsilon \in(0, \delta / 2)$. This claim can be proved as follows. First of all, without loss of generality, we can assume that both $w$ and $\Phi$ are compactly supported. Next we take sequences $\left\{w^{l}\right\}$ and $\left\{\Phi^{l}\right\}$ of continuous compactly supported functions such that $\left\|w-w^{l}\right\|_{L^{2}}+\left\|\Phi-\Phi^{l}\right\|_{L^{2}} \downarrow 0$. If we set

$$
R_{\varepsilon}^{l}(\xi):=\int_{\varepsilon}^{\delta-\varepsilon} \int_{\mathbf{R}^{d}} y_{k} \frac{\partial \rho}{\partial z_{j}}(y) \Phi^{l}(\xi-\tau y) w_{i}^{l}(\xi+(\delta-\tau) y) d y d \tau
$$

then each $R_{\varepsilon}^{l}$ is continuous. Moreover one can easily check that

$$
\left|R_{\varepsilon}^{l}(\xi)-R_{\varepsilon}(\xi)\right| \leq C \delta \varepsilon^{-n}\left(\|\Phi\|_{L^{2}}\left\|w-w^{l}\right\|_{L^{2}}+\left\|w^{l}\right\|_{L^{2}}\left\|\Phi^{l}-\Phi\right\|_{L^{2}}\right)
$$

Therefore $R_{\varepsilon}^{l} \rightarrow R_{\varepsilon}$ uniformly, and we conclude that $R_{\varepsilon}$ is continuous.
Now, fix $B$ and $\delta$ as in the statement of the lemma. We approximate $B$ in $L_{\text {loc }}^{1}$ with a sequence of smooth functions $B_{n}$, in such a way that $D_{k} B_{n}^{j}$ converge weakly* to $D_{k} B^{j}$ on $\Omega$. Hence, we have that

$$
R_{n}^{i}(x):=\int_{\mathbf{R}^{d}} w_{i}\left(x^{\prime}\right)\left[\left(B_{n}(x)-B_{n}\left(x^{\prime}\right)\right) \cdot \nabla \rho_{\delta}\left(x^{\prime}-x\right)\right] d x^{\prime}
$$

converge strongly in $L_{\text {loc }}^{1}$ to $r_{\delta}^{i}$. Moreover, since $A_{\delta}^{i j k}$ is a continuous and compactly supported function, we have

$$
\lim _{n \rightarrow \infty} \int A_{\delta}^{i j k}(\xi) d\left[D_{k} B_{n}^{j}\right](\xi)=\int A_{\delta}^{i j k}(\xi) d\left[D_{k} B^{j}\right](\xi)
$$

Hence it is enough to prove the statement of the lemma for $B_{n}$, which are smooth functions.

Thus, we fix a smooth function $B$ and compute

$$
\begin{aligned}
& -\int r_{\delta}^{i}(x) \Phi(x) d x \\
= & -\int_{\mathbf{R}^{d}} \Phi(x) \int_{\mathbf{R}^{d}} w_{i}\left(x^{\prime}\right)\left[\left(B(x)-B\left(x^{\prime}\right)\right) \cdot \nabla \rho_{\delta}\left(x^{\prime}-x\right)\right] d x^{\prime} d x \\
= & -\int_{\mathbf{R}^{d} \times \mathbf{R}^{d}} \Phi(x) w_{i}(x+\delta y) \frac{B(x)-B(x+\delta y)}{\delta} \cdot \nabla \rho(y) d y d x \\
= & \int_{\mathbf{R}^{d} \times \mathbf{R}^{d}} \Phi(x) w_{i}(x+\delta y) \frac{1}{\delta} \int_{0}^{\delta} \sum_{k, j} y_{k} \frac{\partial B^{j}}{\partial z_{k}}(x+\tau y) \frac{\partial \rho}{\partial z_{j}}(y) d \tau d y d x \\
= & \sum_{k, j} \int_{\mathbf{R}^{d}}\left[\frac{1}{\delta} \int_{0}^{\delta} \int_{\mathbf{R}^{d}} y_{k} \frac{\partial \rho}{\partial z_{j}}(y) \Phi(\xi-\tau y) w_{i}(\xi+(\delta-\tau) y) d y d \tau\right] \frac{\partial B^{j}}{\partial z_{k}}(\xi) d \xi .
\end{aligned}
$$

Since the measure $\frac{\partial B^{j}}{\partial z_{k}} \mathscr{L}^{d}$ is equal to $D_{k} B^{j}$, the claim of the lemma follows.

Theorem 6 (Concentration of commutators on $S_{w}$ ). Assume that $B \in$ $B V_{\mathrm{loc}}\left(\Omega ; \mathbf{R}^{d}\right)$ and $w \in L_{\mathrm{loc}}^{\infty}\left(\Omega ; \mathbf{R}^{k}\right)$. Then any limit point as $\delta \downarrow 0$ of $\mathcal{T}_{\delta}^{i}$ is a measure concentrated on $S_{w}$.

Proof. We rewrite $\mathcal{T}_{\delta}^{i}$ as

$$
\begin{equation*}
\mathcal{T}_{\delta}^{i}=\frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right) r_{\delta}^{i} \mathscr{L}^{d}-\frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\left(w_{i} * \rho_{\delta}\right) D \cdot B . \tag{39}
\end{equation*}
$$

We define the matrix-valued measures

$$
\begin{aligned}
\alpha & :=D B\left\llcorner\left(\Omega \backslash S_{w}\right)\right. \\
\beta & :=D B\left\llcorner S_{w}\right.
\end{aligned}
$$

and the measures

$$
\begin{aligned}
\gamma & :=[D \cdot B]\left\llcorner\left(\Omega \backslash S_{w}\right)\right. \\
\lambda & :=[D \cdot B]\left\llcorner S_{w} .\right.
\end{aligned}
$$

Then we introduce the measures $S_{\delta}^{i}$ and $R_{\delta}^{i}$ given by the following linear functionals on $\varphi \in C_{c}(\Omega)$ :

$$
\begin{align*}
\left\langle S_{\delta}^{i}, \varphi\right\rangle:= & \sum_{j, k} \int_{\mathbf{R}^{d}} g_{\delta}^{i j k}(\xi) d\left[\alpha_{k j}\right](\xi) \\
& -\int_{\mathbf{R}^{d}} \varphi(x) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}(x)\right) w_{i} * \rho_{\delta}(x) d \gamma(x)  \tag{40}\\
\left\langle R_{\delta}^{i}, \varphi\right\rangle:= & \sum_{j, k} \int_{\mathbf{R}^{d}} g_{\delta}^{i j k}(\xi) d\left[\beta_{k j}\right](\xi) \\
& -\int_{\mathbf{R}^{d}} \varphi(x) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}(x)\right) w_{i} * \rho_{\delta}(x) d \lambda(x), \tag{41}
\end{align*}
$$

where

$$
\begin{align*}
g_{\delta}^{i j k}(\xi):=-\frac{1}{\delta} \int_{0}^{\delta} \int_{\mathbf{R}^{d}} & y_{k} \frac{\partial \rho}{\partial z_{j}}(y) \varphi(\xi-\tau y) \\
& \cdot \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}(\xi-\tau y)\right) w_{i}(\xi+(\delta-\tau) y) d y d \tau \tag{42}
\end{align*}
$$

This formula for $g_{\delta}^{i j k}$ comes from the formulas for $A_{\delta}^{i j k}$ of Lemma 2, where we choose as $\Phi$ the function

$$
\Phi:=\varphi \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)
$$

Hence, comparing (42) with (39) and (38), from Lemma 2 we conclude that $\mathcal{T}_{\delta}^{i}=S_{\delta}^{i}+R_{\delta}^{i}$.

Let $R_{0}^{i}$ be any weak limit of a subsequence $\left\{R_{\delta_{n}}^{i}\right\}_{\delta_{n} \downarrow 0}$ and let $S_{0}^{i}$ be any weak limit of a subsequence (not relabeled) of $\left\{S_{\delta_{n}}^{i}\right\}$. In what follows we will prove that
(i) $R_{0}^{i} \ll|\lambda|+|\beta|$
(ii) $S_{0}^{i}=0$.

Since $|\lambda|$ and $|\beta|$ are concentrated on $S_{w}$, (i) and (ii) prove the Theorem.
Proof of (i) Let us fix an open set $\tilde{\Omega} \subset \subset \Omega$ and a smooth function $\varphi$ with $|\varphi| \leq 1$ and with support $K \subset \tilde{\Omega}$. If we define $g_{\delta}^{i j k}$ as in (42), from the
fact that $w$ is locally bounded we conclude that there exists a constant $C$, depending only on $\tilde{\Omega}, w$ and $h$, such that $\left\|g_{\delta}^{i j k}\right\|_{\infty} \leq C$. Hence, it follows that

$$
\begin{equation*}
\left|\int \varphi d R_{\delta}^{i}\right| \leq C\|w\|_{\infty}\left\{|\beta|\left(\bigcup_{j, k} \operatorname{supp}\left(g_{\delta}^{i j k}\right)\right)+|\lambda|(K)\right\} \tag{43}
\end{equation*}
$$

Moreover, it is easy to check that, if $K_{\varepsilon}$ denotes the $\varepsilon$-neighborhood of $K$, then $\operatorname{supp}\left(g_{\delta}^{i j k}\right) \subset K_{2 \delta}$. Hence, passing into the limit in (43), we conclude that

$$
\left|\int \varphi d R_{0}^{i}\right| \leq C\|w\|_{\infty}(|\lambda|(K)+|\beta|(K))
$$

From the arbitrariness of $\varphi \in C_{c}^{\infty}(\tilde{\Omega})$ it follows easily that $R_{0}^{i} L \tilde{\Omega} \leq C(|\beta|+$ $|\lambda|)$.

Proof of (ii) By definition of $S_{w}, w$ has Lebesge limit $\tilde{w}(x)$ at every $x \in \Omega \backslash S_{w}$. Hence it follows that

$$
\begin{equation*}
\lim _{\delta \downarrow 0} w * \rho_{\delta}(x)=\tilde{w}(x) \tag{44}
\end{equation*}
$$

Fix $\varphi$ and define $g_{\delta}^{i j k}$ as in (42). We will show that for every $\xi \in \Omega \backslash S_{w}$ we have that

$$
\begin{equation*}
\lim _{\delta \downarrow 0} g_{\delta}^{i j k}(\xi)=g^{i j k}(\xi) \tag{45}
\end{equation*}
$$

where

$$
g^{i j k}(\xi):=-\varphi(\xi) \frac{\partial h}{\partial z_{i}}(\tilde{w}(\xi)) \tilde{w}_{i}(\xi) \int_{\mathbf{R}^{d}} y_{k} \frac{\partial \rho}{\partial z_{j}}(y) d y
$$

Integrating by parts we get

$$
\begin{align*}
g^{i k k}(\xi)=\varphi(\xi) \frac{\partial h}{\partial z_{i}}(\tilde{w}(\xi)) \tilde{w}_{i}(\xi)  \tag{46}\\
g^{i j k}(\xi)=0 \quad \text { for } j \neq k \tag{47}
\end{align*}
$$

Recall that $g_{\delta}^{i j k}, \varphi, w * \rho_{\delta}, h\left(w * \rho_{\delta}\right)$, and $\nabla h\left(w * \rho_{\delta}\right)$ are all uniformly bounded. Hence, letting $\delta \downarrow 0$ in (40), from (44), (45), (46), (47), and the dominated convergence theorem we conclude that

$$
\begin{aligned}
\left\langle S_{0}^{i}, \varphi\right\rangle= & \sum_{k} \int_{\mathbf{R}^{d}} \frac{\partial h}{\partial z_{i}}(\tilde{w}(\xi)) \tilde{w}_{i}(\xi) \varphi(\xi) d\left[\alpha_{k k}\right](\xi) \\
& -\int_{\mathbf{R}^{d}} \frac{\partial h}{\partial z_{i}}(\tilde{w}(x)) \tilde{w}_{i}(x) \varphi(x) d \gamma(x)
\end{aligned}
$$

Recalling that $\sum_{k} \alpha_{k k}=\sum_{k} D_{k}^{c} B^{k}\left\llcorner\left(\Omega \backslash S_{w}\right)=D^{c} \cdot B\left\llcorner\left(\Omega \backslash S_{w}\right)\right.\right.$ and $\gamma=$ $D^{c} \cdot B\left\llcorner\left(\Omega \backslash S_{w}\right)\right.$, we conclude that $\left\langle S_{0}^{i}, \varphi\right\rangle=0$. The arbitrariness of $\varphi$ gives (ii).

Hence, to finish the proof, it suffices to show (45). Recalling the smoothness of $\varphi$ and the fact that $\rho$ is supported in the ball $B_{1}(0)$ we conclude that it suffices to show that

$$
\begin{gather*}
I_{\delta}:=\frac{1}{\delta} \int_{0}^{\delta} \int_{B_{1}(0)} \left\lvert\, \frac{\partial h}{\partial z_{j}}\left(w * \rho_{\delta}(\xi-\tau y)\right) w_{i}(\xi+(\delta-\tau) y)\right. \\
\left.-\frac{\partial h}{\partial z_{j}}(\tilde{w}(\xi)) \tilde{w}_{i}(\xi) \right\rvert\, d y d \tau \tag{48}
\end{gather*}
$$

converges to 0 . Then, we write

$$
\begin{aligned}
I_{\delta} \leq & \frac{1}{\delta} \int_{0}^{\delta} \int_{B_{1}(0)}\left|\frac{\partial h}{\partial z_{j}}\left(w * \rho_{\delta}(\xi-\tau y)\right)-\frac{\partial h}{\partial z_{j}}(\tilde{w}(\xi))\right|\left|w_{i}(\xi+(\delta-\tau) y)\right| d y d \tau \\
& +\frac{1}{\delta} \int_{0}^{\delta} \int_{B_{1}(0)}\left|\frac{\partial h}{\partial z_{j}}(\tilde{w}(\xi))\right|\left|w_{i}(\xi+(\delta-\tau) y)-\tilde{w}_{i}(\xi)\right| d y d \tau \\
\leq & \frac{C_{1}}{\delta} \int_{0}^{\delta} \int_{B_{1}(0)}\left|w * \rho_{\delta}(\xi-\tau y)-\tilde{w}(\xi)\right| d y d \tau \\
& +\frac{C_{2}}{\delta} \int_{0}^{\delta} \int_{B_{1}(0)}|w(\xi+(\delta-\tau) y)-\tilde{w}(\xi)| d \xi d \tau \\
= & C_{1} J_{\delta}^{1}+C_{2} J_{\delta}^{2}
\end{aligned}
$$

where the constants $C_{1}$ and $C_{2}$ depend only on $\xi, w$, and $h$. Note that

$$
\begin{aligned}
J_{\delta}^{1} & =\frac{1}{\delta} \int_{0}^{\delta} \int_{B_{1}(0)}|w(\xi+\tau y)-\tilde{w}(\xi)| d y d \tau \\
& =\frac{1}{\delta} \int_{0}^{\delta}\left[\frac{1}{\tau^{d}} \int_{B_{\tau}(\xi)}|w(z)-\tilde{w}(\xi)| d z\right] d \tau
\end{aligned}
$$

and

$$
\begin{aligned}
J_{\delta}^{2} & =\frac{1}{\delta} \int_{0}^{\delta} \int_{B_{1}(0)}\left|w * \rho_{\delta}(\xi+\tau y)-\tilde{w}(\xi)\right| d y d \tau \\
& =\frac{1}{\delta} \int_{0}^{\delta}\left[\frac{1}{\tau^{d}} \int_{B_{\tau}(\xi)}\left|w * \rho_{\delta}(z)-\tilde{w}(\xi)\right| d z\right] d \tau
\end{aligned}
$$

Hence, since $\tilde{w}(\xi)$ is the Lebesgue limit of $w$ at $\xi$, we conclude that $J_{\delta}^{1}+J_{\delta}^{2} \rightarrow 0$. This completes the proof.

## 6 Chain rule: The Cantor part

The following theorem provides together with Theorem 3 and Theorem 5 a full chain rule for the distributional divergence out of $S_{w}$.

Theorem 7 (Cantor part). Assume that $B \in B V_{\mathrm{loc}}\left(\Omega, \mathbf{R}^{d}\right)$ and $w \in$ $L_{\mathrm{loc}}^{\infty}\left(\Omega, \mathbf{R}^{k}\right)$. Then, for every $h \in C^{1}\left(\mathbf{R}^{k}\right)$ we have

$$
\begin{align*}
{\left[D^{c} \cdot(h(w) B)\right]\left\llcorner\left(\Omega \backslash S_{w}\right)=\right.} & {\left[h(\tilde{w})-\sum_{i=1}^{k} \tilde{w}_{i} \frac{\partial h}{\partial z_{i}}(\tilde{w})\right] D^{c} \cdot B\left\llcorner\left(\Omega \backslash S_{w}\right)\right.} \\
& +\sum_{i=1}^{k} \frac{\partial h}{\partial z_{i}}(\tilde{w}) D^{c} \cdot\left(w_{i} B\right)\left\llcorner\left(\Omega \backslash S_{w}\right)\right. \tag{49}
\end{align*}
$$

As a consequence (4) holds, with $\sigma$ concentrated on $S_{w}$ and absolutely continuous with respect to $\left|D^{c} \cdot B\right|+\left|D^{c} \cdot(w B)\right|$.
Proof. Let us fix a convolution kernel $\rho$. First of all, we follow the same computations as in the first part of the proof of Theorem 3 to conclude that

$$
\begin{align*}
& D \cdot\left(h\left(w * \rho_{\delta}\right) B\right) \\
= & \sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\left[\left(D \cdot\left(B w_{i}\right)\right) * \rho_{\delta}\right]+\sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right) T_{\delta}^{i}  \tag{50}\\
& +\left[h\left(w * \rho_{\delta}\right)-\sum_{i}\left(w_{i} * \rho_{\delta}\right) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\right] D \cdot B . \tag{51}
\end{align*}
$$

Next, let us consider the decompositions:

$$
\begin{align*}
{\left[\left(D \cdot\left(B w_{i}\right)\right) * \rho_{\delta}\right]=} & \left(D^{a} \cdot\left(B w_{i}\right)\right) * \rho_{\delta}+\left(D^{c} \cdot\left(B w_{i}\right)\right) * \rho_{\delta}+\left(D^{j} \cdot\left(B w_{i}\right)\right) * \rho_{\delta}  \tag{52}\\
& D \cdot B=D^{a} \cdot B+D^{c} \cdot B+D^{j} \cdot B \tag{53}
\end{align*}
$$

The proof of Theorem 3 yields that:
(i) The measures

$$
\begin{aligned}
& \sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\left[\left(D^{a} \cdot\left(B w_{i}\right)\right) * \rho_{\delta}\right] \\
+ & {\left[h\left(w * \rho_{\delta}\right)-\sum_{i} w_{i} * \rho_{\delta} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\right] D^{a} \cdot B }
\end{aligned}
$$

converge to $D^{a} \cdot(h(w) B)$.
Moreover, from Proposition 3 and the fact that $w$ is locally uniformly bounded it follows that:
(ii) Any weak limit $\mu$ of a subsequence as $\delta \downarrow 0$ of the measures

$$
\begin{align*}
& \sum_{i=1}^{k} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\left[\left(D^{j} \cdot\left(B w_{i}\right)\right) * \rho_{\delta}\right] \\
+ & {\left[h\left(w * \rho_{\delta}\right)-\sum_{i=1}^{k}\left(w_{i} * \rho_{\delta}\right) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\right] D^{j} \cdot B } \tag{54}
\end{align*}
$$

satisfies $|\mu| \ll\left|D^{j} \cdot(B w)\right|+\left|D^{j} \cdot B\right|$.

We further split:

$$
\begin{gather*}
\left(D^{c} \cdot\left(B w_{i}\right)\right) * \rho_{\delta}=\left[D^{c} \cdot\left(B w_{i}\right)\right)\left\llcorner\left(\Omega \backslash S_{w}\right)\right] * \rho_{\delta}+\left[D^{c} \cdot\left(B w_{i}\right)\right)\left\llcorner S_{w}\right] * \rho_{\delta}  \tag{55}\\
D^{c} \cdot B=\left[D^{c} \cdot B\right]\left\llcorner\left(\Omega \backslash S_{w}\right)+\left[D^{c} \cdot B\right]\left\llcorner S_{w} .\right.\right. \tag{56}
\end{gather*}
$$

From Propositions 3 and 4 it follows that
(iii) If $\mu$ is the weak limit of a subsequence of

$$
\begin{align*}
& \sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\left\{\left[D^{c} \cdot\left(B w_{i}\right)\right)\left\llcorner S_{w}\right] * \rho_{\delta}\right\} \\
& +\left[h\left(w * \rho_{\delta}\right)-\sum_{i}\left(w_{i} * \rho_{\delta}\right) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\right]\left[D^{c} \cdot B\right]\left\llcorner S_{w}\right. \tag{57}
\end{align*}
$$

as $\delta \downarrow 0$, then $|\mu| \ll\left|D^{c} \cdot(B w)\right|\left\llcorner S_{w}+\left|D^{c} \cdot B\right|\left\llcorner S_{w}\right.\right.$. Hence $|\mu|\left(\Omega \backslash S_{w}\right)=0$.
In what follows, we will also prove that
(iv) The measures

$$
\begin{align*}
& \sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\left\{\left[D^{c} \cdot\left(B w_{i}\right)\right)\left\llcorner\left(\Omega \backslash S_{w}\right)\right] * \rho_{\delta}\right\} \\
& +\left[h\left(w * \rho_{\delta}\right)-\sum_{i}\left(w_{i} * \rho_{\delta}\right) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\right]\left[D^{c} \cdot B\right]\left\llcorner\left(\Omega \backslash S_{w}\right)\right. \tag{58}
\end{align*}
$$

converge to

$$
\begin{aligned}
& \sum_{i} \frac{\partial h}{\partial z_{i}}(\tilde{w})\left[D^{c} \cdot\left(B w_{i}\right)\right]\left\llcorner\left(\Omega \backslash S_{w}\right)\right. \\
+ & {\left[h(\tilde{w})-\sum_{i} \tilde{w}_{i} \frac{\partial h}{\partial z_{i}}(\tilde{w})\right] D^{c} \cdot B\left\llcorner\left(\Omega \backslash S_{w}\right) .\right.}
\end{aligned}
$$

In order to prove this claim, we notice that the functions

$$
f_{\delta}:=\left[h\left(w * \rho_{\delta}\right)-\sum_{i}\left(w_{i} * \rho_{\delta}\right) \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right)\right]
$$

converge to

$$
f:=\left[h(\tilde{w})-\sum_{i} \tilde{w}_{i} \frac{\partial h}{\partial z_{i}}(\tilde{w})\right]
$$

pointwise on $\Omega \backslash S_{w}$. Since $f_{\delta}$ are locally uniformly bounded, by the dominated convergence theorem we conclude that $f_{\delta}$ converges to $f$ in $L_{\mathrm{loc}}^{1}\left(\left|D^{c} \cdot B\right|\llcorner(\Omega \backslash\right.$ $\left.S_{w}\right)$ ). Thus, it is sufficient to prove that for every continuous function $\psi$ the measures

$$
\nu_{\delta}:=\psi\left(w * \rho_{\delta}\right)\left\{\left[\left(D^{c} \cdot\left(B w_{i}\right)\right)\left\llcorner\left(\Omega \backslash S_{w}\right)\right] * \rho_{\delta}\right\}\right.
$$

converge to

$$
\begin{equation*}
\psi(\tilde{w})\left[D^{c} \cdot\left(B w_{i}\right)\right]\left\llcorner\left(\Omega \backslash S_{w}\right)\right. \tag{59}
\end{equation*}
$$

Let us denote by $\nu$ the measure $\left[D^{c} \cdot\left(B w_{i}\right)\right]\left\llcorner\left(\Omega \backslash S_{w}\right)\right.$ and by $f_{\delta}$ the functions $\psi\left(w * \rho_{\delta}\right)$. Then, if $\varphi \in C_{c}^{\infty}(\Omega)$ is any test function, we have

$$
\int \varphi f_{\delta} d\left(\nu * \rho_{\delta}\right)=\int\left(\varphi f_{\delta}\right) * \rho_{\delta} d \nu=\int_{\Omega \backslash S_{w}}\left(\varphi f_{\delta}\right) * \rho_{\delta} d\left[D^{c} \cdot\left(B w_{i}\right)\right]
$$

We claim that

$$
\lim _{\delta \downarrow 0}\left[\left(\varphi f_{\delta}\right) * \rho_{\delta}\right](x)=\lim _{\delta \downarrow 0}\left[\left(\varphi \psi\left(w * \rho_{\delta}\right)\right) * \rho_{\delta}\right](x)=\varphi(x) \psi(\tilde{w}(x))
$$

for any $x \in \Omega \backslash S_{w}$. Indeed, since $\varphi$ and $f$ are regular and $w$ is uniformly bounded on a neighborhood of the support of $\varphi$, we can write

$$
\begin{align*}
\operatorname{osc}_{\delta} & :=\sup _{y \in B_{\delta}(x)}\left|\varphi(y) f_{\delta}(y)-\varphi(x) \psi(\tilde{w}(x))\right| \\
& \leq C_{1} \delta+C_{2} \sup _{y \in B_{\delta}(x)}\left|w * \rho_{\delta}(y)-\tilde{w}(x)\right| \\
& =C_{1} \delta+C_{2} \sup _{y \in B_{\delta}(x)} \frac{1}{\delta^{d}}\left|\int_{B_{\delta}(y)}[w(z)-\tilde{w}(x)] \rho\left(\frac{z-y}{\delta}\right) d z\right| \\
& \leq C_{1} \delta+\frac{C_{3}}{\delta^{d}} \int_{B_{2 \delta}(x)}|w(z)-\tilde{w}(x)| d z \tag{60}
\end{align*}
$$

Since $w$ has Lebesgue limit $\tilde{w}(x)$ at $x$, it follows that the right hand side of (60) tends to 0 as $\delta \downarrow 0$. Thus, we can conclude

$$
\begin{aligned}
& \lim _{\delta \downarrow 0}\left|\left[\left(\varphi f_{\delta}\right) * \rho_{\delta}\right](x)-\varphi(x) \psi(\tilde{w}(x))\right| \\
= & \lim _{\delta \downarrow 0} \frac{1}{\delta^{n}}\left|\int_{B_{\delta}(x)}\left(\varphi(y) f_{\delta}(y)-\varphi(x) \psi(\tilde{w}(x))\right) \rho\left(\frac{y-x}{\delta}\right) d y\right| \\
\leq & C \lim _{\delta \downarrow 0} \operatorname{osc}_{\delta}=0
\end{aligned}
$$

The pointwise convergence of $\left[\left(\varphi f_{\delta}\right) * \rho_{\delta}\right](x)$ just proved gives

$$
\lim _{\delta \downarrow 0} \int_{\Omega \backslash S_{w}}\left(\varphi f_{\delta}\right) * \rho_{\delta} d\left[D^{c} \cdot\left(B w_{i}\right)\right]=\int_{\Omega \backslash S_{w}} \varphi \psi(\tilde{w}) d\left[D^{c} \cdot\left(B w_{i}\right)\right]
$$

This implies that the measures $\nu_{\delta}$ converge weakly to (59), concluding the proof of claim (iv).
(v) Any limit point of the measures

$$
\sum_{i} \frac{\partial h}{\partial z_{i}}\left(w * \rho_{\delta}\right) T_{\delta}^{i}
$$

is concentrated on $S_{w}$. This is precisely the statement of Proposition 6.
The proof can now achieved noticing that the decompositions above yield that $D \cdot(h(w) B)$ is the sum of absolutely continuous measures (the one considered in item (i)), jump measures (the ones considered in item (ii)), measures concentrated on $S_{w}$ (the ones considered in items (iii) and (v)) and finally the measures in item (iv). Restricting the divergence to the $\mathscr{L}^{d}$-negligible set $S_{w}$, the Cantor part of all these contributions, with the exception of the one considered in (iv), disappear. Finally, we obtain (4) from (49) with $\sigma:=D^{c} \cdot(h(w) B)\left\llcorner S_{w}\right.$, and Theorem 3 gives that this measure is absolutely continuous with respect to $\left|D^{c} \cdot B\right|+\left|D^{c} \cdot(w B)\right|$.

## 7 Bressan's compactness conjecture and its variants

In the following section we use the theorems proved so far to study transport equations and Bressan's compactness conjecture. In Subsection 7.1 we show that the results of the previous sections provide a DiPerna-Lions theory for nearly incompressible $B V$ fields which satisfy a certain technical assumption. In Subsection 7.2 we show how this implies certain cases of Conjecture 1. In both sections we also explain why a positive answer to Question 2 would remove the technical assumption, giving a DiPerna-Lions theory for all nearly incompressible $B V$ fields and a full positive answer to Conjecture 1. Finally in Section 7.3 we remark that Theorem 3 and Theorem 4 yields a DiPernaLions theory for nearly incompressible $S B D$ fields, and hence allows to prove a variant of Conjecture 1.

### 7.1 DiPerna-Lions theory and continuity equation for nearly incompressible fields

We first introduce the following notion
Definition 7 (Near incompressibility). A vector field $b \in L^{\infty}\left(\mathbf{R}_{t} \times\right.$ $\mathbf{R}_{x}^{n}, \mathbf{R}_{x}^{n}$ ) is called nearly incompressible if there exists a positive function $\rho$ with $\log \rho \in L^{\infty}$ such that

$$
\begin{equation*}
\partial_{t} \rho+D_{x} \cdot(\rho b)=0 \quad \text { in the sense of distributions on } \mathbf{R}_{t}^{+} \times \mathbf{R}^{n} \tag{61}
\end{equation*}
$$

Next we introduce a concept of weak solution for transport equations with nearly incompressible BV coefficients. The problem in defining a solution of (62) under the assumptions above is that the distribution $b \cdot \nabla_{x} w$ cannot be defined as $\operatorname{div}(b w)-w \operatorname{div} b$, since $w$ is an $L^{\infty}$ function, defined up to sets of 0 Lebesgue measure, and div $b$ can have nontrivial singular part. This problem is overcome by using the existence of the function $\rho$ in the definition of near incompressibility.

Definition 8 (Weak solutions). Fix a nearly incompressible vector field $b \in$ $L^{\infty} \cap B V$ (or $b \in L^{\infty} \cap B D$ ) and a function $\rho$ as in Definition 7. For any $c \in L^{\infty}$ we say that $u \in L^{\infty}$ is a $\rho$-weak solution of

$$
\left\{\begin{array}{l}
\partial_{t} u+b \cdot \nabla_{x} u=c \mathscr{L}^{d}  \tag{62}\\
u(0, \cdot)=u_{0}
\end{array}\right.
$$

if $u$ solves the following Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t}(\rho u)+D_{x} \cdot(b \rho u)=\rho c \mathscr{L}^{d}  \tag{63}\\
u(0, \cdot)=u_{0}
\end{array}\right.
$$

in the following (distributional) sense:

$$
\begin{align*}
& \int_{\mathbf{R}^{+} \times \mathbf{R}^{n}} \rho(t, x)\left\{u(t, x)\left[\partial_{t} \varphi(t, x)+b(t, x) \cdot \nabla_{x} \varphi(t, x)\right]+c(t, x) \varphi(t, x)\right\} d x d t \\
& =-\int_{\mathbf{R}^{n}} \rho(0, x) u_{0}(x) \varphi(0, x) d x \tag{64}
\end{align*}
$$

for every test function $\varphi \in C^{\infty}\left(\mathbf{R} \times \mathbf{R}^{n}\right)$.
Remark 3. The attainment of initial conditions as in (64) is justified by the following remarks. Set $B=(1, b)$. From (61) we get that $D \cdot(\rho B)=0$. We orient the hyperplane $I:=\{t=0\} \subset \mathbf{R}_{t} \times \mathbf{R}_{x}^{n}$ with the vector $(1,0, \ldots, 0)$. Thus, the vector field $\rho B$ has a well defined normal trace $\operatorname{Tr}^{+}(\rho B, I)$. Since the normal trace $\operatorname{Tr}^{+}(B, I)$ is identically equal to 1 , the trace of $\rho$ on $I$ can be uniquely defined as $\rho(0, \cdot):=\operatorname{Tr}^{+}(\rho B, I)$.

Then, in this subsection we will prove:
Theorem 8 (Uniqueness of weak solutions). Let $b \in B V_{\text {loc }} \cap L^{\infty}\left(\mathbf{R}^{+} \times\right.$ $\mathbf{R}^{n}, \mathbf{R}^{n}$ ) be nearly incompressible. Consider $B:=(1, b)$ and assume that $D^{c} \cdot B$ vanishes on its tangential set $E$. Then:
(a) If $\rho$ and $\zeta$ satisfy (61), then any $\rho$-weak solution of (62) is a $\zeta$-weak solution.
(b) If $u$ is a $\rho$-weak solution of (62) and $\gamma$ is a $C^{1}$ function, then $\gamma(u)$ is a $\rho$-weak solution of the Cauchy problem (62) with initial data $\gamma\left(u_{0}\right)$ and right hand side $\gamma^{\prime}(u) c \mathscr{L}^{d}$;
(c) For any $u_{0} \in L^{\infty}$ there exists a unique $\rho$-weak solution of (62).

Thus it makes sense to call the function $u$ of Definition 8 the weak solution of (62).
Remark 4. Clearly, a positive answer to Question 2 would give that the assumption $\left|D^{c} \cdot B\right|(E)=0$ satisfied by any nearly incompressible $b$. Hence Theorem 8 would give a DiPerna-Lions theory for every nearly incompressible $B V_{\text {loc }} \cap L^{\infty}$ field.

The proof of Theorem 8 is based on the following "renormalization" lemma:

Lemma 3 (Renormalization Lemma). Let $\Omega \subset \mathbf{R}^{d}$ be open, $B \in B V_{\text {loc }} \cap$ $L^{\infty}\left(\Omega, \mathbf{R}^{d}\right), \rho \in L^{\infty}(\Omega)$ and $u, s \in L^{\infty}\left(\Omega, \mathbf{R}^{l}\right)$. Assume that

$$
\begin{array}{lrr}
D \cdot(\rho B)=0 & \text { and } & \rho \geq C>0 \\
D \cdot\left(\rho u_{i} B\right)=s_{i} \mathscr{L}^{d} & \text { for } i=1, \ldots, l . \tag{66}
\end{array}
$$

Then, if $E$ denotes the tangential set of $B$, we have

$$
\begin{equation*}
D \cdot(\rho \beta(u) B)-\sum_{i=1}^{l} \frac{\partial \beta}{\partial y_{i}}(u) s_{i} \mathscr{L}^{d} \ll\left|D^{c} \cdot B\right|\left\llcorner E \quad \forall \beta \in C^{1}\left(\mathbf{R}^{l}\right)\right. \tag{67}
\end{equation*}
$$

Proof. Set $k:=l+1$ and define $w \in L^{\infty}\left(\Omega, \mathbf{R}^{k}\right)$ as $w_{1}=\rho, w_{i}=\rho u_{i-1}$ for $i=2, \ldots, l$. Moreover define $H: \mathbf{R}^{k} \rightarrow \mathbf{R}$ as

$$
\begin{equation*}
H\left(z_{1}, \ldots, z_{k}\right)=z_{1} \beta\left(\frac{z_{2}}{z_{1}}, \ldots, \frac{z_{k}}{z_{1}}\right) \tag{68}
\end{equation*}
$$

Clearly, $H$ is $C^{1}$ on the set $\mathbf{R}^{k} \backslash\left\{z_{1}=0\right\}$. Define $m:=\max \left\{\|\rho\|_{\infty},\|w\|_{\infty}\right\}$ and let $h \in C^{1}\left(\mathbf{R}^{k}\right)$ be such that $h=H$ on the set

$$
\begin{equation*}
D:=\left\{z_{1} \geq \frac{C}{2} \quad \text { and } \quad|z| \leq m+1\right\} \tag{69}
\end{equation*}
$$

Then we have $D \cdot\left(w_{1} B\right)=0, D \cdot\left(w_{i} B_{i}\right)=s_{i}$ for $i=2, \ldots, k$, and $D$. $(\rho \beta(u) B)=D \cdot(h(w) B)$.

Absolutely continuous part. We use formula (18) and we compute

$$
D^{a} \cdot(h(w) B):=\left[h(w)-\sum_{i=1}^{k} \frac{\partial h}{\partial z_{i}}(w) w_{i}\right] D^{a} \cdot B+\sum_{i=2}^{k} \frac{\partial h}{\partial z_{i}}(w) s_{i}
$$

Note that $h$ is a 1 -homogeneous function on $D$. Thus

$$
h(z)-\sum_{i=1}^{k} \frac{\partial h}{\partial z_{i}}(z) z_{i}=0 \quad \text { for every } z \in D
$$

Since the essential range of $w$ is contained in $D$, we get that

$$
\begin{gathered}
h(w)-\sum_{i=1}^{k} \frac{\partial h}{\partial z_{i}} w_{i}=0 \quad \mathscr{L}^{d} \text {-almost everywhere } \\
\sum_{i=2}^{k} \frac{\partial h}{\partial z_{i}}(w) s_{i}=\sum_{i=1}^{l} \frac{\partial \beta}{\partial y_{i}}(u) s_{i} \quad \mathscr{L}^{d} \text {-almost everywhere. }
\end{gathered}
$$

Thus we conclude that

$$
\begin{equation*}
D^{c} \cdot(h(w) B)=\sum_{i=1}^{l} \frac{\partial \beta}{\partial y_{i}}(u) s_{i} \mathscr{L}^{d} \tag{70}
\end{equation*}
$$

Cantor part According to (49) we have

$$
\left[D^{c} \cdot(h(w) B)\right]\left\llcorner(\Omega \backslash E)=\left[h(\tilde{w})-\sum_{i=1}^{k} \frac{\partial h}{\partial z_{i}}(\tilde{w}) \tilde{w}_{i}\right] D^{c} \cdot B\llcorner(\Omega \backslash E)\right.
$$

where $\tilde{w}(x)$ is the Lebesgue limit of $w$ at $x$, which on $\Omega \backslash E$ exists $\left|D^{c} \cdot B\right|$-a.e.. From the very definition of Lebesgue limit, it follows that whenever it exists, it belongs to the closure of the essential range of $w$, that is still contained in $D$. Hence, arguing as above, we conclude that

$$
\begin{equation*}
\left[D^{c} \cdot(h(w) B)\right]\llcorner(\Omega \backslash E)=0 \tag{71}
\end{equation*}
$$

Jump part Let $J_{B}$ be the jump set, let $\nu$ be an orienting unit normal to $J_{B}$, and let $B^{+}$and $B^{-}$be respectively the right and left traces. Then it follows from Theorem 4 that there exist Borel functions $w^{+}$and $w^{-}$, characterized as quotients of traces of $w B$ and $B$, such that

$$
\begin{equation*}
D^{j} \cdot(h(w) B)=\left[h\left(w^{+}\right) B^{+} \cdot \nu-h\left(w^{-}\right) B^{-} \cdot \nu\right] \mathscr{H}^{d-1}\left\llcorner J_{B}\right. \tag{72}
\end{equation*}
$$

If we define the functions $h_{i}: \mathbf{R}^{k} \rightarrow \mathbf{R}$ as

$$
h_{i}\left(z_{1}, \ldots, z_{k}\right)=z_{i}
$$

we can apply the same theorem in order to get

$$
\begin{equation*}
D^{j} \cdot\left(h_{i}(w) B\right)=\left[w_{i}^{+} B^{+} \cdot \nu-w_{i}^{-} B^{-} \cdot \nu\right] \mathscr{H}^{d-1}\left\llcorner J_{B}\right. \tag{73}
\end{equation*}
$$

But since $D \cdot\left(h_{i}(w) B\right)=D \cdot\left(w_{i} B\right)=0$, we conclude that

$$
\begin{equation*}
w_{i}^{+} B^{+} \cdot \nu=w_{i}^{-} B^{-} \cdot \nu \quad \mathscr{H}^{d-1}-\text { a.e. on } J_{B} \tag{74}
\end{equation*}
$$

We fix $x \in J_{B}$ such that $w_{i}^{+}(x) B^{+}(x) \cdot \nu(x)=w_{i}^{-}(x) B^{-} \cdot \nu(x)$ and we distinguish two cases:

Case $1 B^{+}(x) \cdot \nu(x) \neq 0 \neq B^{-}(x) \cdot \nu(x)$.
Then $w^{+}(x)$ and $w^{-}(x)$ are the right and left Lebesgue limits of $w$ at $x$. This means that they both belong to the essential range of $w$ and hence to $D$. To simplify the notation in the following formulas we drop the $(x)$ dependence.

The formulas (74) give that

$$
w_{i}^{+}=w_{i}^{-}\left[\frac{B^{-} \cdot \nu}{B^{+} \cdot \nu}\right]
$$

Recall that $D \subset\left\{z_{1} \neq 0\right\}$ and hence we conclude

$$
\begin{equation*}
\frac{w_{i}^{+}}{w_{1}^{+}}=\frac{w_{i}^{-}}{w_{1}^{-}} \quad \text { for } i=1, \ldots, k \tag{75}
\end{equation*}
$$

Since $h=H$ on $D$, plugging (75) into (68) and using (74) we conclude

$$
\begin{aligned}
& h\left(w^{+}\right) B^{+} \cdot \nu-h\left(w^{-}\right) B^{-} \cdot \nu \\
= & w_{1}^{+} \beta\left(\frac{w_{2}^{+}}{w_{1}^{+}}, \ldots, \frac{w_{k}^{+}}{w_{1}^{+}}\right) B^{+} \cdot \nu-w_{1}^{-} \beta\left(\frac{w_{2}^{-}}{w_{1}^{-}}, \ldots, \frac{w_{k}^{-}}{w_{1}^{-}}\right) B^{-} \cdot \nu \\
= & \beta\left(\frac{w_{2}^{+}}{w_{1}^{+}}, \ldots, \frac{w_{k}^{+}}{w_{1}^{+}}\right)\left[w_{1}^{+} B^{+} \cdot \nu-w_{1}^{-} B^{-} \cdot \nu\right]=0 .
\end{aligned}
$$

Case 2 Remaining cases.
If both $B^{+}(x) \cdot \nu(x), B^{-}(x) \cdot \nu(x)$ vanish, then clearly

$$
h\left(w^{+}(x)\right) B^{+}(x) \cdot \nu(x)-h\left(w^{-}(x)\right) B^{-}(x) \cdot \nu(x)=0
$$

Assume that one of them vanishes but the other not. Without loosing our generality we assume that $B^{+}(x) \cdot \nu(x)=0 \neq B^{-}(x) \cdot \nu(x)$. Then, $w^{-}(x)$ is in $D$. This means that $w_{1}^{-}(x) \neq 0$. But then we would have

$$
w_{1}^{+}(x) B^{+}(x) \cdot \nu(x)=0 \neq w_{1}^{-}(x) B^{-}(x) \cdot \nu(x)
$$

which contradicts (74).
From the analysis of these two cases we conclude that

$$
\begin{equation*}
D^{j} \cdot(h(w) B)=0 \tag{76}
\end{equation*}
$$

Conclusion From (70), (71), and (76) we conclude that

$$
\begin{equation*}
D \cdot(h(w) B)=D^{c} \cdot(h(w) B)\llcorner(\Omega \backslash E) . \tag{77}
\end{equation*}
$$

From (19) we know that

$$
\begin{equation*}
D^{s} \cdot(h(w) B) \ll\left|D^{s} \cdot B\right| . \tag{78}
\end{equation*}
$$

Thus, (77) and (78) give (67).
Proof (of Theorem 8). (a) Assume that $u$ is a $\rho$-weak solution and that $\zeta$ is another weak solution of (61). Let $u_{1}:=u, u_{2}:=\zeta / \rho, B=(1, b), s_{1}=c \rho$ and $s_{2}=0$. Apply the renormalization Lemma 3 to $\beta\left(u_{1}, u_{2}\right)=u_{1} u_{2}$ to conclude that

$$
\begin{aligned}
& \partial_{t}\left(\beta\left(u_{1}, u_{2}\right) \rho\right)+D_{x} \cdot\left(b \beta\left(u_{1}, u_{2}\right) \rho\right) \\
= & \left(s_{1} \frac{\partial \beta}{\partial y_{1}}\left(u_{1}, u_{2}\right)+s_{2} \frac{\partial \beta}{\partial y_{2}}\left(u_{1}, u_{2}\right)\right) \mathscr{L}^{d+1} .
\end{aligned}
$$

Note that $s_{2}=0$ and that $\beta_{y_{1}}\left(u_{1}, u_{2}\right)=u_{2}$, hence

$$
\begin{equation*}
\partial_{t}(u \zeta)+D_{x} \cdot(u \zeta)=c \zeta \mathscr{L}^{d+1} \tag{79}
\end{equation*}
$$

This means that $u$ and $\zeta$ solve (79) in the sense of distributions in $\mathbf{R}^{+} \times \mathbf{R}^{n}$. To take care of the initial condition in the sense of Remark 3, it is sufficient to apply Theorem 5.
(b) Applying Lemma 3 we conclude that $\partial_{t}(\rho \gamma(u))+D_{x} \cdot(b \rho \gamma(u))=$ $\rho c \gamma^{\prime}(u) \mathscr{L}^{d}$ in the sense of distributions in $\mathbf{R}^{+} \times \mathbf{R}^{n}$. As above, we apply Theorem 5 in order to take care of the initial condition in the sense of Remark 3.
(c) Let $u_{1}$ and $u_{2}$ be two $\rho$-solutions of the same Cauchy problem. Define $u:=u_{1}-u_{2}$ and note that $u$ solves in the sense of distributions the Cauchy problem

$$
\left\{\begin{array}{l}
\partial_{t}(u \rho)+D_{x} \cdot(u \rho b)=0 \\
u(0, \cdot)=0
\end{array}\right.
$$

From (b) we conclude that $u^{2}$ solves the same Cauchy problem. This means that for every $\varphi \in C_{c}^{\infty}\left(\mathbf{R} \times \mathbf{R}^{n}\right)$ we have

$$
\int_{\mathbf{R}^{+} \times \mathbf{R}^{n}} \rho(t, x) u^{2}(t, x)\left[\partial_{t} \varphi(t, x)+b(t, x) \cdot \nabla_{x} \varphi(t, x)\right] d x d t=0
$$

Thus, we can apply Lemma 2.11 of [10] to conclude that $u^{2} \equiv 0$.

### 7.2 Some cases of Conjecture 1

We now apply the results of the previous section to prove the following:
Proposition 12 (Partial answer to Bressan's Conjecture). Let $b_{n}$ be as in Conjecture 1 and assume that $b_{n} \rightarrow b$ strongly in $L_{\mathrm{loc}}^{1}$. If $D^{c} \cdot B$ vanishes on the tangential set of $B$, then the conclusion of Conjecture 1 holds and the fluxes $\left\{\Phi_{n}\right\}$ have a unique limit.

Remark 5. If Question 2 has a positive answer, then any limiting $B$ satisfies the assumption of Proposition 12, and therefore Conjecture 1 would have a full positive answer.

Proof. The arguments are the same as those given in Section 4 of [10] and they consist in a standard modification of the usual arguments used in DiPernaLions theory of renormalized solutions to pass from a uniqueness theorem on transport equations to compactness properties of solutions to ordinary differential equations (see [25] and also [6], [7] for a different approach).

Since $\left(\Phi_{n}\right)$ is locally uniformly bounded it suffices to prove, thanks to the dominated convergence theorem, that for every $T \in \mathbf{R}$ there exists a function
$\Phi(T, \cdot) \in L_{\mathrm{loc}}^{1}\left(\mathbf{R}^{d}, \mathbf{R}^{d}\right)$ such that $\Phi_{n}(T, \cdot)$ converge strongly to $\Phi(T, \cdot)$ in $L_{\mathrm{loc}}^{1} \cdot$ We will prove this property for $T<0$, the case $T>0$ being analogous.
Step 1. For each $t$ denote by $\Psi_{n}(t, \cdot)$ the inverse of $\Phi_{n}(t, \cdot)$. Let us consider the ODE

$$
\left\{\begin{array}{l}
\frac{d}{d t} \Lambda_{n}(t, x)=b_{n}\left(t, \Lambda_{n}(t, x)\right) \\
\Lambda_{n}(T, x)=x
\end{array}\right.
$$

and note that

$$
\begin{equation*}
\Lambda_{n}(t, x)=\Phi_{n}\left(t, \Psi_{n}(T, x)\right) \tag{80}
\end{equation*}
$$

Thus, if we denote by $J_{n}(t, \cdot)$ the Jacobian of $\Lambda_{n}(t, \cdot)$, we get that $C^{-2} \leq$ $J_{n}(t, \cdot) \leq C^{2}$. Denote by $\Gamma_{n}(t, \cdot)$ the inverse of $\Lambda_{n}(t, \cdot)$ and set

$$
\rho_{n}(t, x):=\frac{1}{J_{n}\left(t, \Gamma_{n}(t, x)\right)} .
$$

Since, by the area formula, $\rho_{n}(t, \cdot)$ is the density of the of the image of $\mathscr{L}^{d}$ by the flow map $\Lambda_{n}(t, \cdot)$, the maps $\rho_{n}$ solve the continuity equation

$$
\left\{\begin{array}{l}
\partial_{t} \rho_{n}+\operatorname{div}_{x}\left(b_{n} \rho_{n}\right)=0  \tag{81}\\
\rho_{n}(T, \cdot)=1
\end{array}\right.
$$

in the sense of distributions.
Any weak* limit point $\rho$ of a subsequence of $\left(\rho_{n}\right)$ will still solve

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\operatorname{div}_{x}(b \rho)=0  \tag{82}\\
\rho(T, \cdot)=1
\end{array}\right.
$$

in the sense of distributions. If $\zeta$ is any other distributional solution of (82), then $w:=\zeta / \rho$ is a weak solution (in the sense of Definition 8, up to a time shift) of

$$
\left\{\begin{array}{l}
\partial_{t} w+b \cdot \nabla_{x} w=0  \tag{83}\\
w(T, \cdot)=1
\end{array}\right.
$$

Therefore from Theorem 8 (again up to a time shift) we conclude $w=1$, that is $\zeta=\rho$. Therefore we conclude that the whole sequence $\left(\rho_{n}\right)$ converges to $\rho$.
Step 2. Now fix $\bar{w} \in L^{\infty}\left(\mathbf{R}^{d}\right)$ and set $w_{n}(t, x):=\bar{w}\left(\Gamma_{n}(t, x)\right)$. These functions are weak solutions to the transport equations

$$
\left\{\begin{array}{l}
\partial_{t} w_{n}+b_{n} \cdot \nabla_{x} w_{n}=0  \tag{84}\\
w_{n}(T, \cdot)=\bar{w}(\cdot)
\end{array}\right.
$$

Passing to a subsequence we can assume that $\rho_{n(k)} w_{n(k)}$ converge to a function $v$ weakly $^{*}$ in $L^{\infty}$. If we define $w:=v / \rho$, then $w$ is the unique weak solution of

$$
\left\{\begin{array}{l}
\partial_{t} w+b \cdot \nabla_{x} w=0  \tag{85}\\
w(T, \cdot)=\bar{w}(\cdot)
\end{array}\right.
$$

Therefore the whole sequence $\left(\rho_{n} w_{n}\right)$ converges to $\rho w$. From Theorem 8(b) it follows that, for every $\beta \in C^{1}$, the functions $\tilde{w}_{n}:=\beta\left(w_{n}\right)$ and $\tilde{w}:=\beta(w)$ are the unique weak solutions of

$$
\left\{\begin{array} { l } 
{ \partial _ { t } \tilde { w } _ { n } + b _ { n } \cdot \nabla _ { x } \tilde { w } _ { n } = 0 }  \tag{86}\\
{ \tilde { w } _ { n } ( T , \cdot ) = \beta ( \overline { w } ( \cdot ) ) , }
\end{array} \quad \left\{\begin{array}{l}
\partial_{t} \tilde{w}+b \cdot \nabla_{x} \tilde{w}=0 \\
\tilde{w}(T, \cdot)=\beta(\bar{w}(\cdot))
\end{array}\right.\right.
$$

Therefore arguing as above we conclude that

$$
\begin{equation*}
\rho_{n} \beta\left(w_{n}\right) \text { weak }^{*} \text {-converge in } L^{\infty} \text { to } \rho \beta(w) \text { for every } \beta \in C^{1} . \tag{87}
\end{equation*}
$$

Step 3. For every given smooth function $\varphi \in C_{c}\left(\mathbf{R}^{+} \times \mathbf{R}^{d}\right)$ we write

$$
\int \varphi \rho_{n}\left(w_{n}-w\right)^{2}=\int \varphi \rho_{n} w_{n}^{2}-2 \int \rho_{n} w_{n} w+\int \rho_{n} w^{2}
$$

Then, from (87) with $\beta(s)=s^{2}$ we get:

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \int \varphi \rho_{n} w_{n}^{2} & =\int \varphi \rho w^{2} \\
\lim _{n \rightarrow \infty} \int \varphi \rho_{n} w_{n} w & =\int \varphi \rho w^{2} \\
\lim _{n \rightarrow \infty} \int \varphi \rho_{n} w^{2} & =\int \varphi \rho w^{2}
\end{aligned}
$$

hence

$$
\lim _{n \rightarrow \infty} \int \varphi \rho_{n}\left(w_{n}-w\right)^{2}=0
$$

Since $\rho_{n} \geq C^{-2}>0$ and $\varphi$ is arbitrary, we conclude that $\left(w_{n}\right)$ converges to $w$ strongly in $L_{\text {loc }}^{2}$. Since $w_{n}(t, x)=\bar{w}\left(\Gamma_{n}(t, x)\right)$ we conclude that for every $\bar{w} \in L^{\infty}\left(\mathbf{R}^{d}\right)$ the functions $\bar{w}\left(\Gamma_{n}(t, x)\right)$ converge strongly in $L_{\mathrm{loc}}^{1}$ to a unique function. Therefore we conclude that $\Gamma_{n}$ converge strongly in $L_{\text {loc }}^{1}$ to a function $\Gamma$ on $[T, 0] \times \mathbf{R}^{d}$.
Step 4. Fix $R>0$ and note that for each $x$ the curves $\Gamma_{n}(\cdot, x)$ have a uniformly bounded Lipschitz constant, and so possibly modifying $\Gamma$ in a $\mathscr{L}^{d+1}$ negligible set we can assume that the same is true for $\Gamma$. Since the mean value theorem provides us an infinitesimal sequence $\left(\epsilon_{n}\right) \subset(T, 0)$ such that

$$
\lim _{n \rightarrow \infty} \int_{B_{R}}\left|\Gamma_{n}\left(\epsilon_{n}, x\right)-\Gamma\left(\epsilon_{n}, x\right)\right| d x=0
$$

we obtain as a consequence that $\Gamma_{n}(0, \cdot) \rightarrow \Gamma(0, \cdot)$ strongly in $L^{1}\left(B_{R}\right)$. Recalling the identity (80) we have $\Lambda_{n}(0, x)=\Psi_{n}(T, x)$. Therefore $\Gamma_{n}(0, \cdot)$ is the inverse of $\Psi_{n}(T, \cdot)$, which means $\Gamma_{n}(0, \cdot)=\Phi_{n}(T, \cdot)$. This allows us to conclude that $\Phi_{n}(T, \cdot)$ converge strongly in $L^{1}\left(B_{R}\right)$ to $\Gamma(0, \cdot)=: \Phi(T, \cdot)$. Since $R$ is arbitrary the proof of the convergence of $\left(\Phi_{n}\right)$ is achieved.

### 7.3 SBD-variant of Conjecture 1

The following are corollaries of Theorem 3 and Theorem 4:
Theorem 9 (Uniqueness of weak solutions for $S B D$ coefficients). Let $b \in S B D_{\mathrm{loc}}\left(\mathbf{R}^{+} \times \mathbf{R}^{n}, \mathbf{R}^{n}\right)$ be nearly incompressible. Then:
(a) If $\rho$ and $\zeta$ satisfy (I), then any $\rho$-weak solution of (62) is a $\zeta$-weak solution;
(b) If $u$ is a $\rho$-weak solution of (62) and $\gamma$ is a $C^{1}$ function, then $\gamma(u)$ is a $\rho$-weak solution of the Cauchy problem (62) with initial data $\gamma\left(u_{0}\right)$ and with right hand side $\gamma^{\prime}(u) c \mathscr{L}^{d}$;
(c) For any $u_{0} \in L^{\infty}$ there exists a unique $\rho$-weak solution of (62).

Thus it makes sense to call the $u$ of Definition 8 the weak solution of (62).
Proposition 13 ( $S B D$ variant of Bressan's compactness conjecture). Let $b_{n}$ be a sequence of smooth maps $b_{n}: \mathbf{R}_{t} \times \mathbf{R}_{x}^{d} \rightarrow \mathbf{R}_{x}^{d}$, uniformly bounded. Let $\Phi_{n}$ be as in (6) and assume that they satisfy condition (7). If $b_{n} \rightarrow b$ and $b \in S B D_{\mathrm{loc}}$, then $\left\{\Phi_{n}\right\}$ has a unique strong limit in $L_{\mathrm{loc}}^{1}$.

Since the proof are essentially analogous to the proofs of Theorem 8 and Proposition 12 we do not give the details here.

## 8 Proof of Proposition 2

We set $\Omega:=\left\{(x, y) \in \mathbf{R}^{2}: 1<x<2,0<y<x\right\}$. We construct a scalar function $u \in L^{\infty} \cap B V(\Omega)$ with the following properties:
(a) $D_{y}^{c} u \neq 0$;
(b) $D_{x} u+D_{y}\left(u^{2} / 2\right)$ is a pure jump measure, i.e. it is concentrated on the jump set $J_{u}$.
Given such a function $u$, the field $B=(1, u) \mathbf{1}_{\Omega}$ meets the requirements of the proposition. Indeed, let $\tilde{B}=(1, \tilde{u}) \mathbf{1}_{\Omega}$ be the precise representative of $B$. Due to (b) the Cantor part of $D_{x} u+D_{y}\left(u^{2} / 2\right)$ vanishes. Hence using the chain rule of Vol'pert we get

$$
\begin{equation*}
D_{x}^{c} u+\tilde{u} D_{y}^{c} u=0 \tag{88}
\end{equation*}
$$

Denote by $M(x)$ the Radon-Nikodym derivative $D B /|D B|$. Then we have

$$
\begin{aligned}
M \cdot \tilde{B}\left|D^{c} B\right| & =D^{c} B \cdot \tilde{B} \\
& =\left(\begin{array}{cc}
0 & 0 \\
D_{x}^{c} u & D_{y}^{c} u
\end{array}\right) \cdot\binom{1}{\tilde{u}}=\binom{0}{D_{x}^{c} u+\tilde{u} D_{y}^{c} u}=\binom{0}{0} .
\end{aligned}
$$

Hence we conclude that $M(x) \cdot \tilde{B}(x)=0$ for $\left|D^{c} B\right|-$ a.e. $x$, that is $\left|D^{c} B\right|$ is concentrated on the tangential set $E$ of $B$. Therefore $\left|D^{c} \cdot B\right|(\Omega \backslash E)=0$. On the other hand, from (a) we have $D^{c} \cdot B=D_{y}^{c} u \neq 0$. Hence we conclude $\left|D^{c} \cdot B\right|(E)>0$.

We now come to the construction of the desired $u$. This is achieved as the limit of a suitable sequence of functions $u_{k}$.

Step 1. Construction of $u_{k}$.
Consider the auxiliary 1-periodic function $\sigma: \mathbf{R} \rightarrow \mathbf{R}$ defined by

$$
\sigma(p+x)=1-x, \quad 0<x \leq 1, \quad p \in \mathbf{Z}
$$

We let $\gamma_{k}:[0,1] \rightarrow[0,1]$ be the usual piecewise linear approximation of the Cantor ternary function, that is $\gamma_{0}(z)=z$ and, for $k \geq 1$,

$$
\gamma_{k}(z)= \begin{cases}\frac{1}{2} \gamma_{k-1}(3 z), & 0<z \leq \frac{1}{3} \\ \frac{1}{2}, & \frac{1}{3}<z \leq \frac{2}{3} \\ \frac{1}{2}\left(1+\gamma_{k-1}(3 z-2)\right), & \frac{2}{3}<z \leq 1\end{cases}
$$

Notice that

$$
\begin{equation*}
\gamma_{k}^{\prime}(z) \in\left\{0,\left(\frac{3}{2}\right)^{k}\right\} \tag{89}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\gamma_{k}(z)-\gamma_{k-1}(z)\right| \leq \frac{1}{3} \cdot 2^{-k} \tag{90}
\end{equation*}
$$

We set $G:=] 1,2[\times] 0,1\left[\right.$ and we define $\varphi_{k}: G \rightarrow \mathbf{R}$ by

$$
\varphi_{k}(x, z)=x z+\sum_{j=1}^{k} 4^{1-j} \sigma\left(4^{j-1} x\right)\left(\gamma_{j-1}(z)-\gamma_{j}(z)\right)
$$

Note that $\varphi_{k}$ is bounded. To describe more precisely the behavior of this function we introduce the following sets: The strips

$$
\left.S_{i}^{k}:=\right] 1+(i-1) 4^{1-k}, 1+i 4^{1-k}\left[\times \mathbf{R} \quad i=1, \ldots, 4^{k-1}\right.
$$

and the vertical lines

$$
V_{i}^{k}:=\left\{i 4^{1-k}\right\} \times \mathbf{R} \quad i=1, \ldots, 4^{k-1}-1
$$

Then $\varphi_{k}$ is Lipschitz on each rectangle $S_{i}^{k} \cap G$ and it has jump discontinuities on the segments $V_{i}^{k} \cap G$. Therefore $\varphi_{k}$ is a $B V$ function and satisfies the identities $D_{x} \varphi_{k}=D_{x}^{j} \varphi_{k}+D_{x}^{a} \varphi_{k}$ and $D_{y} \varphi_{k}=D_{y}^{a} \varphi_{k}$. Moreover, denoting by $\left(\partial_{x} \varphi_{k}, \partial_{y} \varphi_{k}\right)$ the density of the absolutely continuous part of the derivative, we get

$$
\begin{align*}
\partial_{x} \varphi_{k}(x, z) & =z+\left(\gamma_{1}(z)-z\right)+\left(\gamma_{2}(z)-\gamma_{1}(z)\right)+\cdots+\left(\gamma_{k}(z)-\gamma_{k-1}(z)\right) \\
& =\gamma_{k}(z) \tag{91}
\end{align*}
$$

Clearly

$$
0 \leq 4^{1-j} \sigma\left(4^{j-1} x\right)-4^{-j} \sigma\left(4^{j} x\right) \leq 3 \cdot 4^{-j}
$$

Therefore, using also (89), on each rectangle $S_{i}^{k} \cap G$ we can estimate

$$
\begin{aligned}
& \partial_{z} \varphi_{k}(x, z)= x+\sigma(x)-\left(\sigma(x)-4^{-1} \sigma(4 x)\right) \gamma_{1}^{\prime}(z) \\
&-\left(4^{-1} \sigma(4 x)-4^{-2} \sigma\left(4^{2} x\right)\right) \gamma_{2}^{\prime}(z)-\cdots \\
&-\left(4^{2-k} \sigma\left(4^{k-1} x\right)-4^{1-k} \sigma\left(4^{k-1} x\right)\right) \gamma_{k-1}^{\prime}(z) \\
& \quad-4^{1-k} \sigma\left(4^{k-1} x\right) \gamma_{k}^{\prime}(z) \\
& \geq 2-3\left(4^{-1} \gamma_{1}^{\prime}(z)+\cdots+4^{1-k} \gamma_{k}^{\prime}(z)\right)-4^{1-k} \gamma_{k}^{\prime}(z) \\
& \geq 2-3\left(\frac{3}{8}+\cdots+\left(\frac{3}{8}\right)^{k-1}\right)-4\left(\frac{3}{8}\right)^{k} .
\end{aligned}
$$

Since

$$
4\left(\frac{3}{8}\right)^{k} \leq 3\left(\left(\frac{3}{8}\right)^{k}+\left(\frac{3}{8}\right)^{k+1}+\cdots\right)
$$

we obtain

$$
\begin{equation*}
\partial_{z} \varphi_{k} \geq 2-3\left(\frac{3}{8}+\left(\frac{3}{8}\right)^{2}+\cdots\right)=\frac{1}{5} \tag{92}
\end{equation*}
$$

Hence, since $\varphi_{k}(x, \cdot)$ maps $[0,1]$ onto $[0, x]$, the function

$$
\Phi_{k}(x, y):=\left(x, \varphi_{k}(x, y)\right)
$$

maps each rectangle $S_{i}^{k} \cap G$ onto $S_{i}^{k} \cap \Omega$, and it is bi-Lipschitz on each such rectangle. This allows to define $u_{k}$ by the implicit equation

$$
\begin{equation*}
u_{k}\left(x, \varphi_{k}(x, z)\right)=\gamma_{k}(z) \tag{93}
\end{equation*}
$$

and to conclude that $0 \leq u_{k} \leq 1$ and that $u_{k}$ is Lipschitz on each $S_{i}^{k} \cap \Omega$. Therefore $u_{k} \in L^{\infty} \cap B V(\Omega), D_{x} u_{k}=D_{x}^{a} u_{k}+D_{x}^{j} u_{k}$ and $D_{y} u_{k}=D_{y}^{a} u_{k}$.

Step 2. $B V$ bounds.
We prove in this step that $\left|D u_{k}\right|(\Omega)$ is uniformly bounded. This claim and the bound $\left\|u_{k}\right\|_{\infty} \leq 1$ allow to apply the $B V$ compactness theorem to get a subsequence which converges to a bounded $B V$ function $u$, strongly in $L^{p}$ for
every $p<\infty$. In Steps 3 and 4 we will then complete the proof by showing that $u$ satisfies both the requirements (a) and (b).

By differentiating (93) and using (91) we get the following identity for $\mathscr{L}^{2}$-a.e. $(x, z) \in S_{i}^{k} \cap G$ :

$$
\begin{aligned}
0 & =\frac{\partial u_{k}\left(x, \varphi_{k}(x, z)\right)}{\partial x}+\frac{\partial u_{k}\left(x, \varphi_{k}(x, z)\right)}{\partial y} \frac{\partial \varphi_{k}(x, z)}{\partial x} \\
& =\frac{\partial u_{k}\left(x, \varphi_{k}(x, z)\right)}{\partial x}+\frac{\partial u_{k}\left(x, \varphi_{k}(x, z)\right)}{\partial y} \gamma_{k}(x) \\
& =\frac{\partial u_{k}\left(x, \varphi_{k}(x, z)\right)}{\partial x}+\frac{\partial u_{k}\left(x, \varphi_{k}(x, z)\right)}{\partial y} u_{k}\left(x, \varphi_{k}(x, z)\right) .
\end{aligned}
$$

Since $\Phi_{k}$ is bi-Lipschitz we get

$$
\begin{equation*}
\partial_{x} u_{k}(x, y)+u_{k} \partial_{y} u_{k}(x, y)=0 \quad \text { for } \mathscr{L}^{2}-\text { a.e. }(x, y) \in S_{i}^{k} \cap \Omega \tag{94}
\end{equation*}
$$

If $4^{k-1} x \notin \mathbf{N}$ the function $u_{k}(x, \cdot)$ is non decreasing. Therefore

$$
\begin{equation*}
\left|D_{y} u_{k}\right|(\Omega)=D_{y} u_{k}(\Omega)=\int_{1}^{2}\left(u_{k}(x, x)-u_{k}(x, 0)\right) d x=1 \tag{95}
\end{equation*}
$$

From (94) we get

$$
\begin{equation*}
\left|D_{x}^{a} u_{k}\right|(\Omega) \leq\left|D_{y}^{a} u_{k}\right|(\Omega)=1 \tag{96}
\end{equation*}
$$

Therefore it remains to bound $\left|D_{x}^{j} u_{k}\right|(\Omega)$. This consists of

$$
\begin{equation*}
\left|D_{x}^{j} u_{k}\right|(\Omega)=\sum_{i=1}^{4^{k-1}-1} \int_{V_{i}^{k}}\left|u_{k}^{+}-u_{k}^{-}\right| d \mathscr{H}^{1} . \tag{97}
\end{equation*}
$$

For each $x$ of type $1+i 4^{1-k}$ we compute

$$
\begin{aligned}
\int_{V_{i}^{k}}\left|u_{k}^{+}-u_{k}^{-}\right| d \mathscr{H}^{1}= & \int_{0}^{x}\left|u_{k}\left(x^{+}, y\right)-u_{k}\left(x^{-}, y\right)\right| d y \\
= & \int_{0}^{1}\left|\left\{y: u_{k}\left(x^{-}, y\right)<t<u_{k}\left(x^{+}, y\right)\right\}\right| d t \\
& +\int_{0}^{1}\left|\left\{y: u_{k}\left(x^{+}, y\right)<t<u_{k}\left(x^{-}, y\right)\right\}\right| d t \\
= & \int_{0}^{1}\left|\left\{y: u_{k}\left(x^{-}, y\right)<\gamma_{k}(z)<u_{k}\left(x^{+}, y\right)\right\}\right| \gamma_{k}^{\prime}(z) d z \\
& +\int_{0}^{1}\left|\left\{y: u_{k}\left(x^{+}, y\right)<\gamma_{k}(z)<u_{k}\left(x^{-}, y\right)\right\}\right| \gamma_{k}^{\prime}(z) d z \\
= & \int_{0}^{1}\left|\varphi_{k}\left(x^{+}, z\right)-\varphi_{k}\left(x^{-}, z\right)\right| \gamma_{k}^{\prime}(z) d z \\
\leq & \sup _{z \in] 0,1[ }\left|\varphi_{k}\left(x^{+}, z\right)-\varphi_{k}\left(x^{-}, z\right)\right|
\end{aligned}
$$

$$
\begin{equation*}
\stackrel{(90)}{\leq} \frac{4}{3} \sum_{j=1}^{k} 8^{-j}\left(\sigma\left(4^{j-1} x^{+}\right)-\sigma\left(4^{j-1} x^{-}\right)\right) \tag{98}
\end{equation*}
$$

Combining (97) and (98) we get

$$
\begin{align*}
\left|D_{x}^{j} u_{k}\right|(\Omega) & \leq \frac{4}{3} \sum_{i=1}^{4^{k-1}-1} \sum_{j=1}^{k} 8^{-j}\left(\sigma\left(4^{j-1} 4^{1-k} i^{+}\right)-\sigma\left(4^{j-1} 4^{1-k} i^{-}\right)\right) \\
& =\frac{4}{3} \sum_{j=1}^{k} 8^{-j} \sum_{i=1}^{4^{k-1}-1}\left(\sigma\left(4^{j-k} i^{+}\right)-\sigma\left(4^{j-k} i^{-}\right)\right) \\
& =\frac{4}{3} \sum_{j=1}^{k} 8^{-j} 4^{j-1} \leq \frac{1}{3} \tag{99}
\end{align*}
$$

Step 3. Proof of (a).
We now fix a bounded $B V$ function $u$ and a subsequence of $u_{k}$, not relabeled, which converges to $u$ strongly in $L^{1}$. We claim that (a) holds. More precisely we will show that:
(Cl) For $\mathscr{L}^{1}$-a.e. $x$ the function $u(x, \cdot)$ is a nonconstant $B V$ function of one variable which has no absolutely continuous part and no jump part.
(Cl) gives (a) by the slicing theory of $B V$ functions, see Theorem 3.108 of [5]. In order to prove $(\mathrm{Cl})$ we proceed as follows. By possibly extracting another subsequence we assume that $u_{k}$ converges to $u \mathscr{L}^{2}-$ a.e. in $\Omega$. We then show $(\mathrm{Cl})$ for every $x$ such that:

- $4^{k} x \notin \mathbf{N}$ for every $k$;
- $u_{k}(x, y)$ converges to $u(x, y)$ for $\mathscr{L}^{1}$-a.e. $y$.

Clearly $\mathscr{L}^{1}$-a.e. $x$ meets these requirements.
Fix any such $x$. Note that $x$ is never on the boundary of any strip $S_{i}^{k}$. Therefore we can denote by $g_{k}^{x}$ the inverse of $\varphi_{k}(x, \cdot)$ and we can use (93) to write

$$
\begin{equation*}
u_{k}(x, y)=\gamma_{k}\left(g_{k}^{x}(y)\right) \tag{100}
\end{equation*}
$$

Thanks to (92), the Lipschitz constant of $g_{k}$ is uniformly bounded. Therefore, after possibly extracting a subsequence, we can assume that $g_{k}$ uniformly converge to a Lipschitz function $g$. Since $\gamma_{k}$ uniformly converge to the Cantor ternary function $\gamma$, we can pass into the limit in (100) to conclude

$$
\begin{equation*}
u(x, y)=\gamma(g(y)) \tag{101}
\end{equation*}
$$

Therefore $u(x, \cdot)$ is continuous, nondecreasing, nonconstant, and locally constant outside a closed set of zero Lebesgue measure $\left(g^{-1}(C)\right.$, where $C$ is the Cantor set). This proves (Cl).

Step 4. Proof of (b).
Let $u$ be as in Step 3. From the construction of $u_{k}$ it follows that

$$
\begin{equation*}
D_{x} u_{k}+D_{y}\left(u_{k}^{2} / 2\right)=D_{x}^{j} u_{k} \tag{102}
\end{equation*}
$$

After possibly extracting a subsequence we can assume that $D_{x}^{j} u_{k}$ converges weakly* to a measure $\mu$. This gives

$$
\begin{equation*}
D_{x} u+D_{y}\left(u^{2} / 2\right)=\mu \tag{103}
\end{equation*}
$$

Therefore it suffices to prove that $\mu$ is concentrated on a set of $\sigma$-finite 1 dimensional Hausdorff measure. Indeed $\mu$ is concentrated on the union of the countable family of segments $\left\{V^{k}\right\}_{k, i}$. In order to prove this claim it suffices to show the following tightness property: for every $\varepsilon>0$ there exists $N \in \mathbf{N}$ such that

$$
\begin{equation*}
\left|D_{x}^{j} u_{k}\right|\left(\bigcup_{l \geq N}^{4^{l-1}} \bigcup_{i=1}^{-1} V_{i}^{l}\right) \leq \varepsilon \quad \text { for every } k \tag{104}
\end{equation*}
$$

Note that

$$
\left|D_{x}^{j} u_{k}\right|\left(\bigcup_{l \geq N} \bigcup_{i=1}^{4^{l-1}-1} V_{i}^{l}\right) \leq \sum_{l \geq N} \sum_{i=1}^{4^{l-1}-1} \int_{V_{i}^{l}}\left|u_{k}^{+}-u_{k}^{+}\right|
$$

Then the same computations leading to (98) and (99) give

$$
\begin{equation*}
\left|D_{x}^{j} u_{k}\right|\left(\bigcup_{l \geq N} \bigcup_{j=1}^{l-1} V_{j}^{l}\right) \leq \frac{4}{3} \sum_{l=N}^{k} 8^{-l} 4^{l-1} \leq \frac{1}{3 \cdot 2^{N-1}} \tag{105}
\end{equation*}
$$

This concludes the proof.
Remark 6. The function $u$ constructed in Proposition 2 solves Burgers' equation with a measure source

$$
\begin{equation*}
D_{t} u+D_{x}\left(u^{2} / 2\right)=\mu \tag{106}
\end{equation*}
$$

and has nonvanishing Cantor part. On the other hand in [9] it has been proved that entropy solutions to Burgers' equation without source are $S B V$, i.e. the Cantor part of their derivative is trivial. It would be interesting to understand whether this gain of regularity is due to the entropy condition, or instead $B V$ distributional solutions of (106) with $\mu=0$ are always $S B V$.

## A Proof of Proposition 11

In order to prove Proposition 11 we need the following Theorem on the decomposition of difference quotients of $B V$ functions, which is part of Theorem 2.4 of [6] (we refer to [6] for the proof). In what follows, for $B \in B V_{\text {loc }}$, we denote by $\nabla B$ the $L_{\text {loc }}^{1}$ (matrix valued) function such that $D^{a} B=\nabla B \mathscr{L}^{d}$ and by $\operatorname{div} B$ the $L_{\text {loc }}^{1}$ function such that $D^{a} \cdot B=\operatorname{div} B \mathscr{L}^{d}$.

Theorem 10 (Difference quotients). Let $B \in B V_{\mathrm{loc}}\left(\mathbf{R}^{d}, \mathbf{R}^{m}\right)$ and let $z \in$ $\mathbf{R}^{d}$. Then the difference quotients

$$
\frac{B(x+\delta z)-B(x)}{\delta}
$$

can be canonically written as $B_{\delta}^{1}(z)(x)+B_{\delta}^{2}(z)(x)$, where
(a) $B_{\delta}^{1}(z)$ converges strongly in $L_{\mathrm{loc}}^{1}$ to $z \cdot \nabla B$ as $\delta \downarrow 0$.
(b) For any compact set $K \subset \mathbf{R}^{d}$ we have

$$
\begin{equation*}
\limsup _{\delta \downarrow 0} \int_{K}\left|B_{\delta}^{2}(z)(x)\right| d x \leq|z|\left|D^{s} B\right|(K) . \tag{107}
\end{equation*}
$$

(c) For every compact set $K \subset \mathbf{R}^{d}$ we have

$$
\begin{equation*}
\sup _{\delta \in] 0, \varepsilon[ } \int_{K}\left|B_{\delta}^{1}(z)(x)\right|+\left|B_{\delta}^{2}(z)(x)\right| d x \leq|D B|\left(K_{\varepsilon}\right) \tag{108}
\end{equation*}
$$

where $K_{\varepsilon}:=\{x: \operatorname{dist}(x, K) \leq \varepsilon\}$.
Proof (of Theorem 11). As in (36) we write

$$
T_{\delta}:=r_{\delta} \mathscr{L}^{d}-\left(w * \rho_{\delta}\right) D \cdot B
$$

where

$$
\begin{aligned}
r_{\delta}(x) & :=\int_{\mathbf{R}^{d}} w(y)\left[(B(x)-B(y)) \cdot \nabla \rho_{\delta}(y-x)\right] d y \\
& =-\int_{\mathbf{R}^{d}} w(x+\delta y)\left[\frac{B(x+\delta y)-B(x)}{\delta} \cdot \nabla \rho(y)\right] d y
\end{aligned}
$$

Recalling the notation $D^{a} \cdot B=\operatorname{div} B \mathscr{L}^{d}$, we get

$$
\left|T_{\delta}\right|:=\left|r_{\delta}-\left(w * \rho_{\delta}\right) \operatorname{div} B\right| \mathscr{L}^{d}+\left|w * \rho_{\delta}\right|\left|D^{s} \cdot B\right|
$$

Next, using Theorem 10 we write $r_{\delta}$ as $r_{\delta}^{1}+r_{\delta}^{2}$, where

$$
\begin{aligned}
& r_{\delta}^{1}(x):=\int_{\mathbf{R}^{d}} w(x+\delta y) B_{\delta}^{1}(y)(x) \cdot \nabla \rho(y) d x \\
& r_{\delta}^{2}(x):=\int_{\mathbf{R}^{d}} w(x+\delta y) B_{\delta}^{2}(y)(x) \cdot \nabla \rho(y) d x
\end{aligned}
$$

Let $\sigma$ be the weak* limit of a subsequence of $\left|T_{\delta}\right|$, and fix a nonnegative $\varphi \in C_{c}(A)$. Then we get

$$
\begin{align*}
& \int_{\mathbf{R}^{d}} \varphi d \sigma \leq \limsup _{\delta \downarrow 0}\left\{\int_{\mathbf{R}^{d}} \varphi(x)\left|r_{\delta}^{1}(x)-w * \rho_{\delta}(x) \operatorname{div} B(x)\right| d x\right. \\
&+\int_{\mathbf{R}^{d}} \varphi(x)\left|r_{\delta}^{2}(x)\right| d x \\
&\left.+\int_{\mathbf{R}^{d}} \varphi(x)\left|w * \rho_{\delta}(x)\right| d\left|D^{s} \cdot B\right|(x)\right\} \tag{109}
\end{align*}
$$

We now analyze the behavior of the three integrals above.
First Integral From Theorem 10(a) and (c), and from the strong $L_{\text {loc }}^{1}$ convergence of $w * \rho_{\delta}$ to $w$, it follows that

$$
\begin{aligned}
& \lim _{\delta \downarrow 0} \int_{\mathbf{R}^{d}} \varphi(x)\left|r_{\delta}^{1}(x)-w * \rho_{\delta}(x) \operatorname{div} B(x)\right| d x \\
= & \int_{\mathbf{R}^{d}} \varphi(x)\left|-\int_{\mathbf{R}^{d}} w(x)\langle\nabla B(x)(y), \nabla \rho(y)\rangle d y-w(x) \operatorname{div} B(x)\right| d x(110)
\end{aligned}
$$

Integrating by parts we get that

$$
\int_{\mathbf{R}^{d}} w(x)\langle\nabla B(x)(y), \nabla \rho(y)\rangle d y=-w(x) \operatorname{div} B(x) \quad \forall x \in \mathbf{R}^{d}
$$

and therefore (110) vanishes.
Second Integral Let us write $D^{s} B=M\left|D^{s} B\right|$. Then from Theorem 10 (b) and (c), and using the definition of $\Lambda$, we conclude that

$$
\begin{align*}
& \lim _{\delta \downarrow 0} \int_{\mathbf{R}^{d}} \varphi(x)\left|r_{\delta}^{2}(x)\right| d x \\
\leq & \|w\|_{L^{\infty}(A)} \int_{\mathbf{R}^{d}} \varphi(x) \int_{\mathbf{R}^{d}}|\langle M(x)(y), \nabla \rho(y)\rangle| d y d\left|D^{s} B\right|(x) \\
= & \|w\|_{L^{\infty}(A)} \int_{\mathbf{R}^{d}} \varphi(x) \Lambda(M(x), \rho) d\left|D^{s} B\right|(x) . \tag{111}
\end{align*}
$$

Third Integral Finally, we have

$$
\begin{equation*}
\lim _{\delta \downarrow 0} \int_{\mathbf{R}^{d}} \varphi(x)\left|w * \rho_{\delta}(x)\right| d\left|D^{s} \cdot B\right|(x) \leq\|w\|_{L^{\infty}(A)} \int_{\mathbf{R}^{d}} \varphi(x) d\left|D^{s} \cdot B\right|(x) . \tag{112}
\end{equation*}
$$

Conclusion From (109), (110), (111), and (112) we get

$$
\begin{align*}
\int_{\mathbf{R}^{d}} \varphi d \sigma \leq & \|w\|_{L^{\infty}(A)} \int_{\mathbf{R}^{d}} \varphi(x) \Lambda(M(x), \rho) d\left|D^{s} B\right|(x) \\
& +\|w\|_{L^{\infty}(A)} \int_{\mathbf{R}^{d}} \varphi(x) d\left|D^{s} \cdot B\right|(x) \tag{113}
\end{align*}
$$

for every nonnegative $\varphi \in C_{c}(A)$.

## B Proof of Lemma 1

Proof. Note that since the map $\rho \in C_{c}^{\infty}\left(B_{1}(0)\right) \mapsto \Lambda(M, \rho)$ is continuous with respect to the strong $W^{1,1}$ topology, it is sufficient to prove that

$$
\begin{equation*}
\inf _{\rho \in K} \Lambda(\eta \otimes \xi, \rho)=|\operatorname{tr} M| \tag{114}
\end{equation*}
$$

where $K$ is the set in (24).
If $d=2$ we can fix an orthonormal basis of coordinates $z_{1}, z_{2}$ in such a way that $\xi=(a, b)$ and $\eta=(0, c)$. Consider the rectangle $R_{\varepsilon}:=[-\varepsilon / 2, \varepsilon / 2] \times$ $[-1 / 2,1 / 2]$ and consider the kernel $\rho_{\varepsilon}:=\frac{1}{\varepsilon} \mathbf{1}_{R_{\varepsilon}}$. Let $\zeta \in K$ and denote by $\zeta_{\delta}$ the family of mollifiers generated by $\zeta$. Clearly $\rho_{\varepsilon} * \zeta_{\delta} \in K$ for $\varepsilon+\delta$ small enough.

Denote by $\nu=\left(\nu_{1}, \nu_{2}\right)$ the unit normal to $\partial R_{\varepsilon}$ and recall that

$$
\begin{equation*}
\lim _{\delta \downarrow 0}\left|\frac{\partial\left(\rho_{\varepsilon} * \zeta_{\delta}\right)}{\partial z_{i}}\right| \rightarrow \frac{\left|\nu_{i}\right|}{\varepsilon} \mathscr{H}^{1}\left\llcorner\partial R_{\varepsilon} .\right. \tag{115}
\end{equation*}
$$

in the sense of measures.
If $M=\eta \otimes \xi$ we can compute

$$
\begin{aligned}
\limsup _{\delta \downarrow 0} \Lambda\left(M, \rho_{\varepsilon} * \zeta_{\delta}\right) & \leq \limsup _{\delta \downarrow 0} \int_{\mathbf{R}^{2}}\left(\left|a z_{1}\right|+\left|b z_{2}\right|\right)|c|\left|\frac{\partial\left(\rho_{\varepsilon} * \zeta_{\delta}\right)}{\partial z_{2}}\right| d z_{1} d z_{2} \\
& =\frac{2|c|}{\varepsilon} \int_{\varepsilon / 2}^{\varepsilon / 2}\left(\left|a z_{1}\right|+\frac{|b|}{2}\right) d z_{1}=|a c| \frac{\varepsilon}{2}+|b c|
\end{aligned}
$$

Note that $b c=\operatorname{tr} M$. Thus, if we define the convolution kernels $\lambda_{\varepsilon, \delta}:=\rho_{\varepsilon} * \zeta_{\delta}$ we get:

$$
\begin{equation*}
\underset{\varepsilon \downarrow 0}{\limsup } \limsup _{\delta \downarrow 0} \Lambda\left(M, \rho_{\varepsilon} * \zeta_{\delta}\right) \leq|\operatorname{tr} M| \tag{116}
\end{equation*}
$$

For $d \geq 2$ we consider a system of coordinates $x_{1}, x_{2}, \ldots, x_{d}$ such that $\eta=$ $(a, b, 0, \ldots, 0), \xi=(0, c, 0, \ldots, 0)$ and we define the convolution kernels

$$
\lambda_{\varepsilon, \delta}(x):=\left[\rho_{\varepsilon} * \zeta_{\delta}\right]\left(x_{1}, x_{2}\right) \cdot \zeta\left(x_{3}\right) \cdot \ldots \cdot \zeta\left(x_{d}\right) .
$$

Then (116) holds as well and we conclude that for any $d$ we have

$$
\inf _{\rho \in K} \Lambda(\eta \otimes \xi, \rho) \leq|\operatorname{tr} M|
$$

On the other hand, for every $\rho \in K$ and every $d \times d$ matrix $M$, we have

$$
\begin{aligned}
\Lambda(M, \rho) & \geq\left|\int_{B_{1}(0)}\langle M \cdot y, \nabla \rho(y)\rangle\right|=\left|\sum_{k, j} M_{j k} \int_{B_{1}(0)} y_{j} \frac{\partial \rho}{z_{k}}(y)\right| d y \\
& =\left|-\sum_{k, j} M_{j k} \int_{B_{1}(0)} \delta_{j k} \rho(y) d y\right|=|\operatorname{tr} M|
\end{aligned}
$$

This concludes the proof.
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