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Abstract

We show that entropy solutions to 1-dimensional scalar conservation laws for totally non
fluxes and for arbitrary measurable bounded data have a structure similar to the one of BV
without being always BV. The singular set—shock waves—of such solutions is contained
countable union ofC1 curves andH1 almost everywhere along these curves the solution has
and right approximate limits. The entropy production is concentrated on the shock waves a
be explicitly computed in terms of the approximate limits. The solution is approximately contin
H1 almost everywhere outside this union of curves.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.

Résumé

Nous démontrons que les solutions entropiques des lois de conservations en une dim
d’espace pour des flux « totalement non-linéaires » et pour des données intitiales mesur
bornées quelconques ont une structure semblable à celle d’applications BV sans pour au
dans BV. L’ensemble singulier—les ondes de chocs—de telles solutions est porté par une u
plus dénombrable de courbesC1 et, H1-presque partout le long de ces courbes, la solution a
limite approximative à droite et à gauche. La production d’entropie est concentrée le long
ondes de choc et peut être explicitement calculée au moyen de ces limites approximatives. U
solution est par ailleurs approximativement continueH1 presque partout en dehors de ces courb
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction
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Let u : R+
t ×Rx be a bounded entropy solution of∂tu+ ∂x [f (u)] = 0 and assumef is

strictly convex. Since the classical results of Lax and Oleinik, it is known thatu is locally a
BV function, even when the initial datau(0, ·) are very irregular. We recall that a bound
distributional solution of∂tu+ ∂x [f (u)] = 0 is an entropy solution if and only if:

• ∂t [q(u)] + ∂x [η(u)] is a nonpositive measure for every convex entropy–entropy
pair (q, η), i.e., for every(q, η) such thatq is convex andq ′(t)= η′(t)f ′(t) L1-a.e.

Whenf is not convex, the solution of the Cauchy problem:

{
∂tu+ ∂x

[
f (u)

]= 0,
u(0, ·)= u0(·), (1)

is BVloc if u0 ∈ BVloc(R). But for less regularu0, u is not, in general, a BV function
In [19] the authors have introduced a kinetic formulation for (1) and, using velo
averaging lemmas, they have proved thatu belongs always to some fractional Sobo
spaceWα,q , even ifu0 is not better thanL∞ (the exponentsα andq depending on the
nonlinearity of the fluxf ). We refer to the book [20] for an account of the rich literat
on kinetic formulations for conservation laws. See also [10] for some examples conc
the optimal regularity ofu.

However, the fractional Sobolev spacesWα,q with α < 1 do not provide good
information on the “structure” of the singularities of the functionu. The meaning o
structure is explained by the following examples. First, letu be aC1 solution of (1) and
(η, q) aC1 entropy–entropy flux pair. Then

T := ∂t
[
η(u)

]+ ∂x[q(u)]= η′(u)ut + (q ′(u))ux = q ′(u)[ut + f ′(u)ux]= 0. (2)

Instead, letu be discontinuous butpiecewiseC1. In particular, assume the existence o
smooth 1-dimensional setJu such thatu is C1 on R2 \ Ju and has left and right trace
(denoted byu±) on Ju. Then the distributionT does not vanish any more, but it is
measure concentrated onJu. Indeed, if(1, s)/

√
1+ s2 denotes the tangent toJu andH1

denotes the 1D Hausdorff measure, then

〈T ,ϕ〉 =
∫
Ju

[
s[η(u+)− η(u−)] − [q(u+)− q(u−)]√

1+ s2

]
ϕ dH1. (3)

For BV solutions, the BV structure theorem and Vol’pert chain rule (see [3]) give a f
good understanding of what happens. Indeed they imply the existence of arectifiableset
Ju such that

(i) u is approximately continuous outsideJu and has left and right traces onJu;
(ii) for every entropy–entropy flux pair(η, q) the distributionT is still given by (3).
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In this paper we prove that, under some regularity assumptions on the fluxf , the same
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structure holds foreveryentropy solutionu.

Theorem 1.1.Let f ∈ C2(R,R) and {x | f ′′(x)= 0} be locally finite. Ifu is an entropy
solution of(1), then there is a rectifiable1D setJ ⊂R2 s.t.

(a) everyy /∈ J is a Lebesgue point foru;
(b) u has right and left tracesH1-a.e. onJ ;
(c) for any smooth entropy–entropy flux pair(η, q), the entropy production is concentrate

onJ and can be computed “classically” as

∂t
[
η
(
u(t, x)

)]+ ∂x[q(u(t, x))]
= s[η(u+)− η(u−)] − [q(u+)− q(u−)]√

1+ s2
H1 � J. (4)

Remark 1.2.We stress on the fact that such solutionsu are not, in general, inBV . Indeed,
let f (v) = |v|p , with p > 2. Clearly,f satisfies all the assumptions above. Then, th
areentropy solutionsto ∂tu+ ∂x |u|p = 0 such thatu /∈Wα,q

loc for anyα > 1/(p− 1) (and
anyq); cp. [10, Proposition 3.4].

Remark 1.3. In view of the fact thatu is anentropysolution, we actually expect thatu
is continuousoutsideJu. Indeed, this is known to be true for strictly convex flux
(see [7, Chapter XI]).

Much is known about the regularity of solutions to scalar conservation laws in
dimension and, after all, if the initial data are BV, the solution is BV. Indeed our inte
comes from a more general question in measure theory, which arises naturally in di
areas of PDE.

1.1. The general measure-theoretic question

Problem 1.4.Let E ⊂ C1(Rk,Rn) andu ∈L∞(Rn,Rk). Assume thatµΦ := div[Φ(u)] is
a Radon measure for everyΦ ∈ E .

(i) ′ Does there exist a codimension 1 rectifiable setJu such thatu is approximately
continuous outsideJu and has left and right traces onJu?

(ii) ′ If the answer to (i)′ is yes andΦ,Ψ ∈ E , can we relate the measuresµΨ , µΦ , and the
pointwise information onu by “chain-rule” formulas?

We can give more specific versions of this quite general problem by simply assu
more information on theµΦ ’s (i.e., that some are nonnegative measures, or that s
vanish): indeed, in many concrete examples we know more aboutµΦ .

Note that the classical structure theorem of BV functions is a positive answer′
whenE is the class of linear mappingsL : Rk→Rn. In this case the information of (i)′ are
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summarized in the so-calledprecise representative ofu. Vol’pert chain-rule is a positive
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answer to (ii) whenE containsthe linear mapsL. In this case, for anyΦ ∈ C , Vol’pert
chain-rule provides an explicit formula for div[Φ(u)] in terms of the measures∂jui and of
the precise representative ofu.

Thus, Problem 1.4 can be considered as a nonlinear version of the theory o
properties of BV functions. Recently, some papers (see [4,8,9,18]) have given a p
answer to (i)′ for many examples of classesE related to PDE problems. To our knowled
this article provides the first positive answer to (ii)′ in a case where there is no B
regularity. Moreover, the answer to (i)′ given in the papers cited above is not comple
their results do not prove that outsideJu the function is approximate continuous, but th
yield a milder property (cp. (a′) in Section 2.1 and (a) in Theorem 1.1). In the particu
case considered here, we are also able to fill this gap.

1.2. Applications to PDEs

The link with the theory of scalar conservation laws is transparent. In this caseu is
an L∞ entropy solution of (1) andE is the set of convex entropy–entropy flux pa
(η, q). This framework is available also for multi-dimensional scalar equations, w
Kruzkov’s theory provides existence and uniqueness of entropy solutions to the C
problem. Even for 2× 2 systems in 1 spatial dimension, one can show, via compen
compactness, the existence of globalL∞ entropy solutions for any bounded initial da
(this approach was pioneered in [13] in the system of isentropic gas dynamics; we
to [23] for the general treatment of 2× 2 systems). However, except for some isola
examples, nothing is known about the regularity and the structure of these solutio
this case an answer to Problem 1.4 would be much more relevant, since even wh
initial data are BV, there are no global-in-time BV estimates when starting from
data. For small data, the recent remarkable work [5] give BV estimates when the e
solution achieved by compensated compactness is generated by the vanishing v
limit.

Besides the area of conservation laws, there is another active field in which Probl
has interesting applications. In recent years, models arising from different areas of p
(such as micromagnetism, liquid crystals, thin film-blistering) have raised the issu
understanding the asymptotic behavior of certain second-order functionals of Ginz
Landau type (see, for example, [1,11,14]). It turns out that theΓ -limit of these functionals
(i.e., the appropriate limiting variational problem) can be properly understood in clas
functions which satisfy certain PDE’s and for which the divergence of certain nonl
quantities are Radon measures (see [2,12,15,21]). Indeed, the total variation o
Radon measures is controlled by the limit functional. It turns out, however, tha
control does not give BV bounds and these classes of functions are strictly larger th
(see [2,10]).

In these variational problems the papers [4,8] provide, by giving a partial answer t′,
a regularity theory for the functions in the domain of the conjecturedΓ -limits. A positive
answer to (ii)′, which is still lacking, would give nice formulas for the conjecturedΓ -limits
and, potentially, could lead to complete proofs of theΓ -convergence results (see [2,21]
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1.3. Links to kinetic theory
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Most of the PDE problems mentioned above enjoy a kinetic formulation (for
variational cases this formulation was introduced by [16] and [22]). We give the ki
formulation for entropy solutions of (1) and we refer to the book [20] for an accou
the various kinetic formulations of the problems mentioned above. Letu be an entropy
solution of (1) and assume (for simplicity) thatu is nonnegative. Define the Maxwellia
χ : Rv ×Rt ×Rx →R as

χ(v, t, x)=
{+1 if 0< v � u(t, x),

0 otherwise.

Thenχ satisfies, in the sense of distributions, thekineticequation:

∂tχ + f ′(v)∂xχ = ∂vµ, (5)

whereµ is a Radon measure onRv ×R2
t,x . Moreover, if we set

K(v,u)=
{
v if u� v,

u otherwise,
(6)

we then haveµ(v, t, x)= ∂t [K(v,u(t, x))]+∂x[f (K(v,u(t, x))]. Thus, a characterizatio
of the measures

µv := ∂t
[
K
(
v,u(t, x)

)]+ ∂x[f (K(v,u(t, x)))] (7)

is equivalent to characterize the r.h.s. of (5). Indeed, in all the cases where a
formulation is available, point (ii)′ of Problem 1.4 reduces essentially to prove that
r.h.s. of the corresponding kinetic equation is concentrated on the setJu. We point out
that the problem of proving concentration estimates for the entropy measureµ was first
mentioned in [19] (cf. the first open question listed in [20, Section 1.13]).

Finally we remark that some technical lemmas proved in this paper yield new r
even in the kinetic theory. Indeed:

(1) Thanks to a regularity result of [6] we prove that forµ in (5), ∂2
vµ is a measure (se

Proposition 4.1). This information can be combined with suitable modifications o
velocity averaging lemmas in [17] to improve the Sobolev regularity ofu known up to
now. However, we do not pursue this issue.

(2) In Section 6 we derive a new averaging lemma for solutions of the transport eq
(43). To our knowledge, this is the first example of an averaging lemma where nLp

bounds in the transported values are assumed.
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2. Outline of the proof
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2.1. Previous results

From [9, Theorem 2.4 and Remark 2.5] of we know the existence of a rectifiableJ
such that (b) of Theorem 1.1 holds and:

(a′) In everyy /∈ J the mean oscillation ofu vanishes.
(c′) For any smooth entropy–entropy flux pair(η, q), the entropy production is given b

ζ + α, whereζ is the right-hand side of (4) andα satisfies the following condition:

α(K)= 0 for every Borel setK with H1(K) <∞. (8)

Hence, our tasks are to improve (a′) and (c′) to the statements (a) and (c) of Theorem 1
A crucial role will be played by the following theorem of [6].

Theorem 2.1.There is a constantC (depending on‖u‖∞ andf ) such that

∥∥∂x[f ′(u(T , ·))]∥∥([a, b])� C

(
1+ b− a

T

)
. (9)

Actually, the author in [6] gives an explicit proof of Theorem 2.1 when|{f ′′ = 0}|� 2
and at the end of the paper remarks that this proof can be generalized to the case w
set{f ′′ = 0} is locally finite (cp. [6, Section 6]).

2.2. Strategy of the proof

We first establish some notation which will be used throughout the paper. Ifν is a Radon
measure onΩ , thenν+ andν− denote its positive and negative part (ν = ν+ − ν−). ‖ν‖
denotes the measureν+ + ν− and‖ν‖M(Ω) denotes the total variation ofν onΩ (that is,
‖ν‖(Ω)). Br(y) denotes the ball of radiusr centered aty.

Proof of (a). This is based on the following remark. Assume that at point(t0, x0) the
mean oscillation ofu vanishes, butu is not approximate continuous. This implies th
the averages ofu on the balls of radiusr oscillates between two valuesa < b as r ↓ 0.
By a Fubini–Tonelli argument, this oscillation will take place in most of the lines pas
through(t0, x0). A linear change of variables and Theorem 2.1 give that this oscilla
cannot take place if the lines are space-like. The detailed proof is given in Section 3✷
Proof of (c). Everything boils down to show that the measureµ on the r.h.s of (5) is
concentrated onJ .

Using Theorem 2.1, in Section 4 we prove that∂2
vµ is a measure. Denote byν the

nonnegative measure onR2 which is the(x, t)-marginal of the total variation of∂2
vµ. Then

the estimate on∂2
vµ allows to writeµ asg(v, t, x)ν, where∂2

v g(· , t, x) is a measure inv for
ν-a.e.(t, x) (see Lemma 5.1). Thus our claim is equivalent to show thatν is concentrated
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on J . We argue by contradiction and assume thatν(R2 \ J ) > 0. Take a “typical” point
re

y

f

nver-
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e point

t

which lies outsideJ but which “sees” the measureν (for the precise meaning compa
with the setA defined in Proposition 5.3). In what follows, this point will be calledbase
point and for simplicity we assume that it is the origin.

We look at the rescaled kinetic equations satisfied by the rescaled functionsχr(v, t, x) :=
χ(v, rt, rx), that is,

∂tχr + f ′(v)∂xχr = ∂v µ̃
r

r
. (10)

Here theµ̃r are the appropriate rescalings of the measureµ. We divide (10) by the quantit
αr = ν(Br )/r, thus getting:

∂t
χr

αr
+ f ′(v)∂x χr

αr
= ∂v µ̃r

ν(Br )
=: ∂vµr . (11)

By (c′) of Section 2.1 it follows thatJ coincides (up toν-negligible sets) with the set o
pointsy, where

lim sup
r↓0

ν(Br(y))

r
> 0.

Thus, “typically”αr ↓ 0 since our base point is out ofJ .
By an infinite version of Radon–Nykodim Theorem (see Proposition 5.3), the co

gent subsequencesµrn are converging to a measure of the formg(v)L1 × ν∞, whereν∞
is a nonnegative measure onR2. This product structure is a consequence of a very gen
fact and similar remarks have already been used in [4,8,9]. Note that, since the bas
is “typical” and sees the measureν, we have thatg(v)L1 × ν∞ is not the trivial measure.

Take an arbitraryT ∈ [−1,1] and consider the solutionχfn of the free transpor
equation:

{
∂tχ

f
n + f ′(v)∂xχfn = 0,

χ
f
n (v,T , x)= χrn(v,T , x).

(12)

Define

Fn(v, t, x) := χrn(v, t, x)− χfn (v, t, x)
αrn

and note that they solve the transport equation:

{
∂tFn + f ′(v)∂xFn = ∂vµrn,
Fn(v,T , x)= 0.

(13)
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Formally, in the limit we get a distributionL which solves:
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tant
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hich
{
∂tL+ f ′(v)∂xL= g′(v)ν∞,
L(v,T , x)= 0.

(14)

Theχrn(v, ·) are rescalings of theχ(v, ·), which are the characteristic functions of thev-
sublevel sets ofu. Since our base point does not belong toJ , statement (a) of Theorem 1
applies and hence the rescalings ofu around the base point are converging to a cons
(recall that the base point is the origin and thus this constant isu(0)). Thusχrn(v, ·) is

converging to the constant 1 if 0< v < u(0) and to the constant 0 otherwise. Theχfn ,
being solutions of a free transport equation, take value in{0,1}. Thus one could hope tha
the distributionL satisfies the sign condition:

L� 0 on
]
u(0),+∞[×R2 and L� 0 on

]
0, u(0)

[×R2. (15)

This may not be the case, sinceL is the limitFn = (χrn − χfn )/αrn andαrn ↓ 0. However,
recall the estimate on∂2

vµ. In a “typical point” this estimate translates into a unifo
estimate for the measures∂2

vµ
rn . This is used in Section 6 to prove an averaging lem

(see Lemma 6.1) for the functionsFn. This lemma is, to our knowledge, new and provid
sufficiently strong information in order to derive (15). Then, playing with the arbitrari
of T in (14), with (15) and with the conditionν∞ � 0, we can prove thatL andν∞ must
vanish identically. This gives a contradiction since we have fixed a typical point w
“sees” the measureν (that is,ν∞ cannot vanish identically).

3. From VMO to Lebesgue points

In this section we use Theorem 2.1 to show (a) in Theorem 1.1. Let us fixy /∈ J and
assumey ∈ {t > 0}. For simplicity, assume thaty = (T ,0) and recall thatu is an entropy
solution in{t > 0}. Set

ur = 1

πr2

∫
Br (y)

u(t, x)dt dx.

From (a′) we get that

lim
r↓0

1

πr2

∫
Br (y)

∣∣u(t, x)− ur ∣∣dt dx = 0. (16)

Thus we have to prove thata := lim inf r↓0ur = lim supr↓0ur =: b.

Step 1.Assume, by contradiction, thata < b and fix the following conventions:

– If 0 is a half-line starting aty andy1 �= y2 ∈ 0, then we say thaty1> y2 if |y1|> |y2|.
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– We parameterize the family of all half-lines0’s using vectors ofS1 in the usual way.

uld
t

rs of
Applying Fubini–Tonelli Theorem in polar coordinates, we get the following:

(Co) Letδ > 0,N ∈N be given andI1, I2 ⊂ ]a, b[ be two given intervals. Then forH1-a.e.
0, there exist 2N pointsy1, . . . , y2N ∈ 0∩Bδ(y) with
(i) y1> y2> · · ·> y2N ;
(ii) all yi ’s are Lebesgue points foru and u(y2i) ∈ I2, u(y2i+1) ∈ I1 for every

y ∈ {0, . . .N}.

Fix now two intervalsI1, I2 ⊂ [a, b] such thatf ′(I1) � c < d � f ′(I2) (this is certainly
possible sincef ′′ vanishes only in finitely many points). Note that, if forN large enough
one of the0’s above were thex axis, we would have a contradiction. Indeed, we wo
haveT V (f ′(u(T , ·)))�N(d − c) and for largeN ’s this would contradict (9). In the nex
step we will modify this idea using half-lines0 which are close to the horizontal one.

Step 2.Let us make a linear change of coordinates by puttingξ = x − εt . In these new
coordinates the conservation law becomes:

∂t
[
u+ εf (u)]+ ∂ξ [f (u)]= 0.

Note that forε sufficiently small the functiongε(v)= v + εf (v) is invertible in the range
of u (the range ofu is bounded). We define:

fε : ]−C1,C1[→R asfε(v)= f
(
g−1
ε (v)

)
,

andwε = u + εf (u), whereC1 is a suitable constant. Note thatwε is a distributional
solution of∂twε + ∂ξ [fε(wε)] = 0. Actually it is not difficult to see thatwε is anentropy
solution. Moreover, the following straightforward computations show that the numbe
zeros offε andf are the same (cf. (17) below). Fromfε(gε(v)) = f (v) andg′ε(v) =
1+ εf ′(v), we get:

f ′ε
(
gε(v)

)= f ′(v)
1+ εf ′(v) =

1

ε

[
1− 1

1+ εf ′(v)
]
,

f ′′ε
(
gε(v)

)= 1

g′ε(v)

[
f ′′(v)

(1+ εf ′(v))2
]
= f ′′(v)
(1+ εf ′(v))3 . (17)

We are in the conditions of applying Theorem 2.1 withwε in place ofw andfε in place
of f . In order to simplify the notation, we will use the following convention: IfS ⊂ R2

is any segment andg : R2 →R, thenT V (g,S) is the total variation of the restriction ofg
to S.

DefineSεδ as the segment joiningy = (T ,0) and the pointy + δ(1, ε)/√1+ ε2. Denote
by hε the functionhε(v)= f ′ε(gε(v)). Apply Theorem 2.1 towε andfε in place ofw and
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f and translate the BV estimate in the old coordinates(t, x). It is immediate to check that
n

ve

V

.

we get the following: There exists a constantK such that, ifδ andε are small enough, the

T V
(
hε(u), S

ε
δ

)
�K. (18)

Recallc, d , I1 andI2 defined in Step 1. Clearly, forε sufficiently small we have:

hε(I1)� κ1< κ2 � hε(I2). (19)

Now chooseN large enough so that 2N(κ2 − κ1) > K and selectε so thatSδε contains
2N points y1, . . . , y2N satisfying (i) and (ii) of (Co) in Step 1. Then we would ha
T V (hε(u(t, x)), S

δ
ε )� 2N(κ1− κ2) > K, which contradicts (18).

4. Estimate for ∂2
vµ

Proposition 4.1.Letu andf be as in Theorem1.1and lety = (T , z) ∈R+ ×R. There is
a constantC1 (depending on‖u‖∞, f andT ) s.t.∥∥∂2

vµ
∥∥(Rv ×BT/2(y)

)
� C1. (20)

Proof. It is sufficient to prove (20) whenu ∈ BVloc. Indeed, assume that (20) holds for B
solutions and fix an entropy solutionu. Choose a sequence{vn} ⊂ BVloc(R) s.t.

vn(·)→ u(0, ·) in L1
loc and ‖vn‖∞ � ‖u‖∞.

Let un be the entropy solution of{
∂tun + ∂x

[
f (un)

]= 0,
un(0, ·)= vn(·).

By the maximum principle,‖un‖∞ � ‖vn‖∞ � ‖u‖∞. By theL1 contraction principle
(see [7, Theorems 6.2.2 and 6.2.3]),un ∈ BVloc(R2) andun→ u in L1

loc(R
+ ×R). Thus

∂2
vµn = ∂v

(
∂tχn + f ′(u)∂xχn

)→ ∂2
vµ in the sense of distributions.

Since‖∂2
vµn‖(Rv ×BT/2(y))� C1, by semicontinuity of the total variation we get (20)

The caseu ∈ BVloc.
Foru ∈ BVloc, we prove (20) using Vol’pert chain rule. Denote byJ the jump set ofu and
by ξ = (1, s)/√1+ s2 the tangent toJ . Then Vol’pert chain rule implies:

∥∥∂xf ′(u)∥∥� |f ′(u+)− f ′(u−)|√
1+ s2

H1 � J. (21)

We calculateµ using (7). Vol’pert chain rule givesµ= g(v,u+, u−, s)H1 � J , with
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g(v,u+, u−, s)= 1√
2

{[
f
(
K(u+, v)

)− f (K(u−, v))]− s[K(u+, v)−K(u−, v)]}.

1+ s

Assume, for the sake of simplicity, thatu+ > u−. Then

h(s,u+, u−, v) := [f (K(u+, v))− f (K(u−, v))]− s[K(u+, v)−K(u−, v)]
= [

f (u+)− f (v)− s(u+ − v)]1[u+,u−](v).
For eacht, x, consider the function

ht,x(v)= h
(
s(t, x), u+(t, x), u−(t, x), v

)
.

Clearlyht,x ∈ C2([u−, u+]). The Rankine–Hugoniot condition gives:

s = f (u+)− f (u−)
u+ − u− .

Henceht,x(u+)= ht,x(u−)= 0. Note that

∂2
vµ=

[
h′′t,x (v)+ h′t,x (u+)δu+(v)− h′t,x (u−)δu−(v)

]
H1 � J.

Thus, setB = BT/2(y) and compute:

∥∥∂2
vµ
∥∥(Rv ×B)=

∫
J∩BT/2(y)

[ u+∫
u−

∣∣h′′t,x (v)∣∣dv+ ∣∣h′t,x(u+)∣∣+ ∣∣h′t,x(u−)∣∣
]

dH1(t, x).

(22)

To estimate (22), we splitJ ∩B into two parts. Fixε so small that

{
v1 �= v2, f

′′(v1)= f ′′(v2)= 0 and|vi |� ‖u‖∞
} �⇒ |v1− v2|> ε (23)

and define the sets:

J l := {(t, x) ∈ J ∩B:
∣∣u+(t, x)− u−(t, x)∣∣> ε},

J s := {(t, x) ∈ J ∩B:
∣∣u+(t, x)− u−(t, x)∣∣� ε

}
.

Clearly there is aC(ε) such that, if|u+ − u−|> ε, then

u+∫
u−

∣∣h′′t,x(v)∣∣dv + ∣∣h′t,x(u+)∣∣+ ∣∣h′t,x(u−)∣∣� C(ε)

u+∫
u−

|ht,x |(v)dv. (24)
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Thus

t

t

of.
∥∥∂2
vµ
∥∥(Rv × J l

)
�C(ε)‖µ‖(Rv × J l

)
� C(ε)‖µ‖(Rv ×B). (25)

Fix (t, x) ∈ J s . Sinceh′′t,x(v) = −f ′′(v)/√1+ s2, (23) implies thath′′t,x changes sign a
most once in[u−, u+]. Recall that

ht,x(u
−)= ht,x(u+)= 0

and that, sinceµ � 0, we haveht,x � 0 on [u−, u+]. All these conditions imply tha
h′′t,x � 0 on[u−, u+] (which in turn impliesf ′′ � 0). Moreover, there exists av ∈ [u−, u+]
such thath′t,x(v)= 0. Thus

u+∫
u−

∣∣h′′t,x (v)∣∣dv+ ∣∣h′t,x(u+)∣∣+ ∣∣h′t,x(u−)∣∣� 3

u+∫
u−

∣∣h′′t,x(v)∣∣dv

= 3√
1+ s2

u+∫
u−
f ′′(v)dv = 3(f ′(u+)− f ′(u−))√

1+ s2
; (26)

(21) implies that

∥∥∂2
vµ
∥∥(Rv × J s)� 3

∥∥∂x[f ′(u)]∥∥(J s)� 3
∥∥∂x[f ′(u)]∥∥(B). (27)

Adding (25) and (27), we get:

∥∥∂2
vµ
∥∥(Rv ×B)� C(ε)‖µ‖(Rv ×B)+ 3

∥∥∂x[f ′(u)]∥∥(B).
The first part of the right-hand side is bounded by a constant depending only on‖u‖∞
andf . The second part can be bounded using Theorem 2.1. This concludes the pro✷

5. Blow–up of measures

Let µ, u andχ be as in Section 1.3. We denote byν thex, t-marginal of‖∂2
vµ‖, i.e.,

the measure ofM(R2) defined as

ν(A) := ∥∥∂2
vµ
∥∥(Rv ×A) for all Borel setsA⊂R2. (28)

Note that we can give a “pointwise”—inv meaning to the measureµ. More precisely,
thanks to Eq. (7), the distribution,

µv := ∂tK
(
v,u(t, x)

)+ ∂x[f (K(v,u(t, x)))], (29)
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is a measure for eachv and
∫
ϕ(v, t, x)dµ(v, t, x)=

∫
R

[ ∫
R2

ϕ(v, t, x)dµv(t, x)

]
dv for all ϕ ∈ Cc

(
R3). (30)

Lemma 5.1.There exists a bounded Borel functiong s.t.µ(v, t, x)= g(v, t, x)ν and

for ν-a.e.(t, x), ∂2
v g(· , t, x) is a measure onRv with

∥∥∂2
v g(·, t, x)

∥∥
M(Rv)

= 1. (31)

Proof. Fix v > 0 and a ballB ⊂R2. Take a sequence of functions{ϕn} ⊂ C∞c (R), with

‖ϕn‖L1 = 1 and ϕn→ δv in the sense of distributions.

Choose a sequence

{Φm} ⊂ C∞c (B) with Φm ↑ 1B pointwise everywhere.

Using (30), (29) and the nonnegativity ofµv , we easily get:

µv(B)= lim
m↑∞ lim

n↑∞

∫
ϕn(v)Φm(t, x)dµ(v, t, x). (32)

Recall that‖u‖∞ <∞ by assumption and thatµv ≡ 0 for v /∈ [−‖u‖∞,‖u‖∞]. Choose
ψn such thatψ ′′

n = ϕn and‖ψn‖L∞(I ) � 2‖u‖∞. Then we have

∣∣∣∣
∫
ϕn(v)Φm(t, x)dµ(v, t, x)

∣∣∣∣=
∣∣∣∣
∫
ψn(v)Φm(t, x)d

[
∂2
vµ
]
(v, t, x)

∣∣∣∣
� 2‖u‖∞ν(B). (33)

Combining (32) and (33), we conclude

µv(B)� 2‖u‖∞ν(B).
By the arbitrariness ofB and by Radon–Nykodim Theorem,µv = gv(t, x)ν for some
gv ∈ L1(R2, ν). We setg(v, t, x) = gv(t, x), gettingµ = g(v, t, x)ν. Clearly, for every
bounded setU , ∫

U

∫
R

∣∣g(v, t, x)∣∣dv dν(t, x)= ‖µ‖(R ×U) <∞.

Thus the functiongt,x(v) := g(v, t, x) is in L1(R,L1) for ν-a.e. (t, x). Hence the
distributiong′′t,x ∈D′(Rv) is well defined (forν-almost every(t, x)) and

∫
Ψ d

[
∂2
vµ
]= ∫

R2

〈
Ψ (· , t, x), g′′t,x(·)

〉
dν(t, x) (34)
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for everyΨ ∈ C∞c (R3). Sinceν is the t, x marginal of‖∂2
vµ‖, standard theorems in the

2

s

f
of
disintegration of measures (see for instance [3]) imply the existence of a mapξ : R "
(t, x)→ ξt,x ∈M(R) such that:

‖ξt,x‖M(R) = 1 for ν-a.e.(t, x); (35)∫
Ψ d

[
∂2
vµ
]= ∫

R2

∫
R

Ψ (v, t, x)dξt,x(v)dν(t, x) for everyΨ ∈C∞c
(
R3). (36)

Comparing (34) and (36), we get easily thatg′′t,x = ξt,x for ν-a.e.(t, x). ✷
We now want to study a particular class of rescalings of the measureµ. We first set a

bit of notation on tangent measures:

Definition 5.2. Let ν ∈M(R2), µ ∈M(Rv × R2) andy ∈ R2. We define the measure
νy,r , µy,r as

νy,r (A)= ν(y + rA)
ν(Br(y))

for all bounded Borel setsA⊂R2,

µy,r(C ×A)= µ(C × (y + rA))
µ(R ×Br(y)) for all bounded Borel setsA⊂R2,C ⊂Rv.

The sets of tangent measuresT (y, ν) (respectivelyT (y,µ)) are defined as the limits o
all sequences{νy,rn}rn↓0 (respectively{µy,rn}rn↓0) which are convergent in the sense
measures.

We come to the main goal of this section.

Proposition 5.3.Letν, µ andg be as in Lemma5.1. For everyy = (t, x) denote byξy the
measuregy(v)L1 of M(R). Then there is a Borel setA with ν(R2 \G)= 0 such that for
everyy ∈A the following holds:

if ν∞ ∈ T (y, ν) then the product measureξy × ν∞ is in T (y,µ); (37)

if µ∞ ∈ T (y,µ) then there isν∞ ∈ T (y, ν) such that µ∞ = ξy × ν∞. (38)

Remark 5.4.We stress on the fact thatξy × ν∞ is a product, that is,∫
ϕ(v)ψ(t, x)d[ξy × ν∞](v, t, x)=

∫
ϕ(v)dξy(v)

∫
ψ(t, x)dν∞(t, x).

Proof. First of all select a countable set{ϕn} ⊂ Cc(R) which is dense in the uniform
topology on compact subsets. We define the functions:

ω(t, x) := ‖gt,x‖L1, ωk(t, x) :=
∫
ϕk(v)gt,x(v)dv.
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We define the set:

g

t

point
G= {y ∣∣ y is aν-Lebesgue point forω andωk, andω(y) �= 0
}
.

Thanks to Lemma 5.1, we haveν(R2 \G)= 0. We prove only (37), the proof of (38) bein
analogous. Fixy ∈ G andν∞ ∈ T (y, ν). Thus there exists a sequenceνy,rn of rescaled
measures converging toν∞. LetΦ ∈Cc(R2). Note that∫

ϕk(v)Φ(t, x)dµy,rn(v, t, x)=
∫
ωk(t, x)Φ(t, x)dνy,rn(t, x) (39)

and that, sincey is ν-Lebesgue point forωk ,

lim
rn↓0

∫ ∣∣(ωk(t, x)−ωk(y))Φ(t, x)∣∣dνy,rn(t, x)= 0,

lim
rn↓0

∫
ωk(t, x)Φ(t, x)dν

y,rn(t, x)(t, x)= lim
rn↓0

∫
ωk(y)Φ(t, x)dν

y,rn(t, x)

=
∫
ωk(y)Φ(t, x)dν∞(t, x). (40)

Choose a subsequence of{rn} such thatµy,rn has a limitµ∞. Beingy a ν-Lebesgue poin
for ω, we have that

lim
rn↓0

µ(R ×Brn(y))
ν∞(Brn(y))

= ω(y) �= 0. (41)

Then (40) and (41) imply:∫
ϕk(v)Φ(t, x)dµ

∞(v, t, x)=
∫
ϕk(v)dξy(v)

∫
Φ(t, x)dν∞(t, x). (42)

Recall that{ϕk} is dense inCc(R). Hence, (42) holds for everyϕ ∈ Cc(R) in place ofϕk.
The arbitrariness ofϕ andΦ gives (37). ✷

6. An averaging lemma

In this section we prove an averaging lemma which will be used in the proof of
(c) of Theorem 1.1.

Lemma 6.1.LetFn : Rv ×Rt ×Rx →R beL1 solutions of the transport equations:

{
∂tFn + f ′(v)∂xFn = ∂vµn,
F (v,0, x)= 0.

(43)

Assume that
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• Fn,µ
n ≡ 0 on (R \L)×R2

t,x for some bounded intervalL;
2 n

rt

d

• ∂vµ are all Radon measures;
• ‖∂2

vµ
n‖(R ×U) is a bounded sequence for every bounded open setU � R2.

Let I be an interval such thatinfI |f ′′|> 0 and letψ ∈C∞c (I ). Then,

‖Fn‖L1
loc(R×U) is a bounded sequence for everyU � R2. (44)

The functionsΞn(t, x) :=
∫
ψ(v)Fn(v, t, x)dv are weakly

precompact inL1
loc. (45)

6.1. Proof of theL1 bound

In this subsection we prove (44). Choose ballsB ⊂ B ′ ⊂ R2. Since∂2
vµ

n is a measure
andµn ≡ 0 on(R \L)×R2

t,x , it is immediate to check that‖∂vµn‖(R ×B ′) is bounded.
The ballB ′ will be chosen later.

By standard arguments (e.g., using convolution kernels int, x) for everyn we can find
L1 functionsGn andgn satisfying the following conditions:

• For L1-a.e. v, the functionsGn(v, ·), gn(v, ·) ∈ C∞(R2) and satisfy the transpo
equation:

{
∂tGn + f ′(v)∂xGn = gn,
Gn(v,0, x)= 0; (46)

• ‖Fn −Gn‖L1(R×B ′) � 1/n and‖gn‖L1R×B ′) � ‖∂vµn‖(R ×B ′)+ 1/n.

Sincegn(v, ·) is smooth, we can explicitly compute:

Gn(v, t, x)=
t∫

0

gn
(
x + (τ − t)f ′(v), τ, v)dτ. (47)

Take the absolute value and integrate int andx. Recall thatf ′ ∈ C1(L) and thus is bounde
onL. Then there exists a constantC such that, if the ballB ′ is large enough, then

∫
B

∣∣Gn(v, t, x)∣∣dt dx � C
∥∥∂vµn(v, ·)∥∥L1(B ′) for v ∈ L. (48)

Note also that the size ofB ′ depends only on the size ofB and on supL |f ′|. Integrating
(48) inv and recalling thatGn ≡ 0 onR \L, we get‖Gn‖L1(R×B) �C‖∂vµn‖L1(R×B ′).
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6.2. Proof of the weakL1-precompactness

.

f

y

e
e

It remains to show that{Ξn} is weakly precompact. Definegn andGn as in Section 6.1
Our claim reduces to the local weakL1 precompactness of the functions

Ωn(t, x) :=
∫
I

ψ(v)Gn(v, t, x)dv.

We restrict to a compact set ofR2, say a ballB. To show the weakL1-precompactness o
Ωn in B, it is sufficient to show that for everyε > 0 there existsδ > 0 such that

If E ⊂ B satisfiesL2(E) < δ, then lim
n↑∞

∣∣∣∣
∫
E

Ωn

∣∣∣∣� ε. (49)

Recall that thegn ’s are supported inL′ ×R2 for some boundedL′. Thus, since the velocit
of propagation of the transport equation is bounded, we can truncategn smoothly to 0
outside a compact set ofR2, without affecting the value ofΩn in the ballB. Hence, we
assume that thegn are supported inI × [−C,C]2, for some constantC.

We splitE into thatE+ =E ∩ {t � 0} andE− =E ∩ {t � 0}. Since the estimate is th
same, we only show the one forE+ and for simplicity we drop the plus. Using (47), w
compute:

∫
A

Ωn =
∫ ∫
R2

1E(t, x)
∫
R

ψ(v)

t∫
0

gn
(
v, τ, x + (τ − t)f ′(v))dτ dv dx dt .

We rewrite the integral as

∫ ∫ ∫ ∫
1E(t, x)1[0,t ](τ )ψ(v)gn

(
v, τ, x + (τ − t)f ′(v))dτ dvdx dt .

We change variable by puttingy = x + (τ − t)f ′(v) and we get:

∫ ∫ ∫ ∫
1E
(
t, y + (τ − t)f ′(v))1[0,t ](τ )ψ(v)gn(v, τ, y)dτ dvdy dt .

We now integrate by parts inv and get:

−
∫ ∫ ∫ ∫ [ v∫

η

1E
(
t, y + (t − τ )w)dw

]
1]0,t ](τ )

× [ψ ′(v)gn(v, τ, y)+ψ(v)∂vgn(v, τ, y)
]
dτ dv dy dt,
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whereη is the left endpoint of the intervalI . The functions
Θn(v, τ, y) :=
[
ψ ′(v)gn(v, τ, y)+ψ(v)∂vgn(v, τ, y)

]
are supported in a compact setI × [−C,C]2. Thus we rewrite the integral as

∫ ∫ ∫ [∫ ( v∫
η

1E
(
t, y + (t − τ )w)dw

)
1]τ,C](t)dt

]
Θn(v, τ, y)dy dτ dv.

Recall that theL1 norm of theΘn’s is bounded. Thus, if we define the functions:

Ψ (v, τ, y) :=
C∫
τ

v∫
η

1E
(
t, y + (t − τ )f ′(w))dw dt, (50)

we just need to prove that for anyε > 0, there existsδ s.t.

L2(E)� δ �⇒ sup
(v,τ,y)∈I×[−C,C]2

∣∣Ψ (v, τ, y)∣∣� ε. (51)

Since the setsE andE + (0, y) have the same area, it suffices to show (51) wheny = 0.
By changing coordinates withσ = t − τ , this reduces to estimating:

sup
v∈I,τ∈[−C,C]

C−τ∫
0

v∫
η

1E
(
σ + τ, σf ′(w))dwdσ. (52)

Hence, it is sufficient to bound

sup
v∈I

2C∫
0

v∫
η

1E
(
σ + τ, σf ′(w))dw dσ.

SinceE andE + (τ,0) have the same area, it suffices to bound

sup
v∈I

2C∫
0

v∫
η

1E
(
σ,σf ′(w)

)
dwdσ. (53)

Recall that infI |f ′′|� κ > 0. Thus we can change variable by puttingz= σf ′(w), getting:

sup
wvinI

κ−1

2C∫
0

∣∣∣∣∣
σf ′(v)∫
σf ′(η)

1E(σ, z)
dz

σ

∣∣∣∣∣dσ.
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We splitE into two parts:Eλ :=E ∩ {σ < λ} andE \Eλ. Then

vex)

s

t

κ−1

2C∫
0

∣∣∣∣∣
σf ′(v)∫
σf ′(η)

1Eλ(σ, z)
dz

σ

∣∣∣∣∣dσ � κ−1

2C∫
0

∣∣∣∣∣
σf ′(v)∫
σf ′(η)

1{σ<λ}(σ, z)
dz

σ

∣∣∣∣∣dσ

� λ

κ
sup
v∈I
∣∣f ′(v)− f ′(η)∣∣= C1λ.

Whereas,

κ−1

2C∫
0

∣∣∣∣∣
σf ′(v)∫
σf ′(η)

1E\Eλ(σ, z)
dz

σ

∣∣∣∣∣dσ � L2(E)

κλ
.

Thus, for everyε > 0, we first chooseλ so thatC1λ� ε/2 and then we chooseδ such that
δ/(κλ)� ε/2. Clearly,L2(E) < δ implies:

sup
v∈I

κ−1

2C∫
0

σf ′(v)∫
σf ′(η)

1E(σ, z)
dz

σ
dσ � ε,

which gives (51). This completes the proof.

7. Concentration—rectifiability

We now come to the proof of (c) of Theorem 1.1. Recall the definition of the (con
functionsK(v, ·) : R → R+ given by (6). Define the set Kr as the pairs(η, q) such that
there exist real numbersv1, . . . , vn, α1, . . . , αn such that

η(·) :=
n∑
i=1

αiK(vi, ·), q(·)=
n∑
i=1

αif
(
K(vi, ·)

)
.

It is not difficult to see that for any convex entropy–entropy flux pair(η, q) there is a
sequence{(ηi, qi)} ⊂ {Kr} such thatηi → η andqi → q uniformly on compact sets. Thu
it is enough to prove that (c) holds for the entropies of{Kr}. By linearity, it is sufficient to
prove (c) for(K(v, ·), f (K(v, ·))) for eachv. Thanks to (c′) of Section 2.1, it is sufficien
to show that eachµv of (29) is concentrated onJ . Recall that

∂tχ + f ′(v)∂xχ = ∂vµ.

Thanks to Lemma 5.1 (and to the continuity inv of K(v, ·)), we only need to show thatν
is concentrated inJ , whereν is thex, t-marginal ofµ (see Section 5).
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7.1. Setting and blow-up

i-
We argue by contradiction using a blow-up argument. LetA be the set of Propos
tion 5.3. If ν is not concentrated onJ , then there existsy ∈A \ J such thatT (y,µ) �= {0}.
From Theorem 1.1(a), we know that

y is a Lebesgue point foru. (54)

Without loss of generality, assume that

y = 0 and u(0)= 1. (55)

So fix aν∞ ∈ T (0, ν) which is nontrivial and a sequencern ↓ 0 such thatν0,rn → ν∞, in
the sense of measures. Thanks to Proposition 5.3,

µ0,rn converge tog0(v)L1× ν∞(t, x). (56)

Moreover, since by Lemma 5.1g′′t,x is a measure forν-a.e.A, without loosing our
generality we can assume thatg′′0 is a measure. Let us go back to the kinetic equation∂tχ+
f ′(v)∂xχ = ∂vµ. We make a radial change of coordinates(t, x)→ (rnt, rnx). We denote
by χn the functionχ in the rescaled coordinates, that is,χn(v, t, x) := χ(v, rnt, rnx) and
for simplicity we putµn = µ0,rn . Then, we can rewrite the kinetic equation as

∂t
χn

αn
+ f ′(v)∂x χn

αn
= ∂vµn, (57)

whereαn are suitable constants.

7.2. Comparison with the free transport

Sinceg′′0 is a measure (and is supported on a compact set),g′0 is BV. Hence,g′0 is
continuous except for an (at most) countable set. Moreoverg0 �= 0, otherwiseT (0,µ)
would be the trivial set{0}. Thus we can fix an intervalI such that

g′0 �= 0 onI . (58)

For the sake of simplicity, assume:

g′0< 0 onI = [η, ξ ] and 0< η < ξ < 1= u(0) (59)

(it is easy to see that in the other cases we can argue similarly). Sincef ′′ vanishes finitely
many times, we can assume

inf
I
|f ′′|> 0. (60)
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Finally, without loosing our generality, we can impose that

f the

enote

t

ν∞ is nontrivial in the ballB1(0), that is ν∞
(
B1(0)

)
> 0. (61)

Recall that theχn are the characteristic functions of sublevel sets of rescalings o
initial functionu. Thus, using Fubini–Tonelli Theorem and the monotonicity inv of χn we
have:

For almost everyT <−1,χn(v, ·) has a trace on the line{t = T } for eachv. (62)

T will be chosen later so to fulfill appropriate requirements (see Section 7.3). We d
by χfn the solution of the free transport equation:

{
∂tχ

f
n + f ′(v)∂xχfn = 0,

χ
f
n (v,T , x)= χn(v,T , x).

(63)

We define the functions:

Fn(v, t, x) := χn(v, t, x)− χfn (v, t, x)
αn

and note that they solve the transport equation:

{
∂tFn + f ′(v)∂xFn = ∂vµn,
F (v,T , x)= 0.

(64)

7.3. Contradiction

In the next subsection we will prove that there is a subsequencen(k) such that

On I ×R2, theFn(k)’s converge, in the sense of measures,

to a nonnegativeω. (65)

Here we show how (65) yields a contradiction. Fix a segmenta on {t = T } and a line
0= {t = T ′}. BothT , T ′ anda will be chosen later. For eachw, consider the two adjacen
segments (saybw anddw) parallel to the vector(1, f ′(w)), starting at the endpoints ofa
and ending when they meet0. Finally, we denote bycw the segment of0 which, together
with aw, bw andcw, forms a parallelogramPw (see Fig. 1).

Denote byη < ξ the two endpoints ofI and consider the three-dimensionalS :=⋃
w∈]η,ξ [Pw . The setS is bounded by the four planes{t = T }, R × 0, {v = η} and{v = ξ}

and by two ruled surfacesΓ1 andΓ2. We first choose a nonnegative functionϕ ∈ C1(S)

with the following properties:
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n

Fig. 1. The parallelogramPw and the shape of (a typical)ϕ onPw . In the rectangular regionϕ grows from 0 to
a constant and depends only ont + f ′(w)x.

ϕ = 0 in a neighborhood ofR × 0 and is constant in a neigh. of{t = T }; (66)(
∂t + f ′(w)∂x

)
ϕ � 0 everywhere onS; (67)

ϕ � 1 onI ×B1(0). (68)

It is easy to constructϕ “slice-by-slice”, i.e., constructing eachϕ(v, ·) ∈C1(Pv), provided
that:{t = T } and0= {t = T ′} are sufficiently far fromB1(0) anda is sufficiently large; see
Fig. 1. This choice can be clearly made (recall that a.e.T <−1 satisfies the trace conditio
(62)).

Next, we choose a nonnegative functionψ ∈C1(S) such that

ψ = 0 onΓ1 andΓ2 and ψ = 1 onI ×B1(0),(
∂t + f ′(w)∂x

)
ψ = 0 everywhere onS.

Moreover, we fix a smooth nonnegative bump functionζ supported onI and equal to 1 on
some intervalL. Thus, the nonnegative functionΦ = ζψϕ ∈ C1(S) satisfies the following
conditions:

(
∂t + f ′(w)∂x

)
Φ � 0 onS and

(
∂t + f ′(w)∂x

)
Φ = 0 on∂S, (69)

Φ = 0 in a neighborhood of∂S \ {t = T } and Φ = 1 onL×B1(0). (70)

Finally, we claim thatT can be chosen so that

ν∞
({t = T })= 0. (71)

Since theT ’s for which ν∞({t = T }) are countably many, this is certainly possible.
Test (29) with the functionΦ. SinceΦ vanishes on a neighborhood of∂S \ {t = T } and

Fn = 0 on{t = T }, we can integrate by parts and get:
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−
∫ [(

∂t + f ′(v)∂x
)
Φ(v, t, x)

]
Fn(v, t, x)dwdt dx

he

er (73)

that the

e

uld

easures

s

S

=
∫
S

Φ(v, t, x)d(∂vµ
n)(v, t, x). (72)

Since(∂t +f (v)∂x)Φ vanishes in a neighborhood of∂S, thanks to (65), we can pass to t
limit in the left-hand side and we conclude that this limit is∫

S

[−(∂t + f ′(v)∂x)Φ]dω(v, t, x). (73)

Sinceω is a nonnegative measure and the integrand in (73) is nonnegative, the numb
is nonnegative.

Note that∂vµn converges, in the sense of measure, to∂vµ
∞ = g′0L1 × ν∞. Moreover,

by (71), ν∞({t = T }) = 0, whereasΦ vanishes in a neighborhood of∂S \ {t = T }. By
classical theorems on the weak convergence of measures, these conditions imply
right-hand side of (72) converges to∫

S

Φ d[∂vµ∞]. (74)

Recall that, because of (59),∂vµ∞ is a nonpositive measure onS and that, by (61), we hav
∂vµ

∞(L×B1(0)) < 0 for every intervalL⊂ I . For one such interval, we haveΦ = 1 on
L× B1(0). SinceΦ � 0, this implies that (74) is a negative number. By (72), (73) sho
be equal to (74), which is a contradiction.

7.4. FN converge to a nonnegative measure onI ×R2

It remains to show (65). Since (60) holds, we can apply Lemma 6.1 to get:

‖Fn‖L1
loc(R×U) is a bounded sequence for everyU � R2. (75)

Thanks to (75), we can extract a subsequence which is converging in the sense of m
to a measureω. Fix a nonnegativeψ ∈ C∞c (I ). Again, thanks to Lemma 6.1, we have:

Ξn(t, x) :=
∫
ψ(v)Fn(v, t, x)dv are weakly precompact inL1

loc. (76)

We will show below that this implies:

If Ξ∞ is limit of a subsequence ofΞn, then Ξ∞ � 0. (77)

Note that (77) gives
∫
ψ(v)ϕ(t, x)dω(v, t, x) � 0 for all nonnegative function

ψ ∈ C∞c (I ), ϕ ∈ C∞c (R2). By a standard density argument, we get
∫
Φ dω � 0 for every
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Φ ∈ Cc(I ×R2). This gives (65). We now come to the proof of (77). Recall the following

f the
ank

partial

tions,

c. Var.
facts:

Fn =
(
χn − χfn

)
/αn; (78)

χn(v, ·) is the characteristic of thev-sublevel of a suitable rescaling ofu; (79)

χ
f
n is defined via (63); thus its range is contained in{0,1}; (80)

0 is a Lebesgue point foru, I = [η, ξ ] and 0< η < ξ < 1= u(0). (81)

Define the set

An :=
{
x ∈R2

∣∣ χn(η, t, x)� 1
}

and fix any compact setK ⊂R2. (79) and (81) imply that

L2(K \An) ↓ 0 for n ↑∞.

Moreover, (79) impliesχn(v, ·)� χn(w, ·) for every 0< v �w. Henceχn(v, ·)= 1 onAn
for everyv ∈ I . This, together with (78) and (80), implies:

Fn(v, t, x)� 0 for everyv ∈ I and every(t, x) ∈An.

HenceΞn � 0 onAn. Thanks to the weakL1-precompactness of{Ξn}, we have:

lim
n

∫
An

∣∣Ξn(t, x)∣∣dt dx = 0.

This impliesΞ∞ � 0 for anyΞ∞ which is limit of a subsequence of{Ξn}.
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