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HIGHER CODIMENSION AREA-MINIMIZING CURRENTS MOD(q):

STRUCTURE OF SINGULARITIES NEAR (m− 1)-INVARIANT CONES

CAMILLO DE LELLIS, PAUL MINTER, AND ANNA SKOROBOGATOVA

Abstract. We study finer properties related to the interior regularity of m-dimensional
area minimizing currents mod(q) in arbitrary codimension. We show that the set of points
where at least one tangent cone is translation invariant along m − 1 directions is locally
a connected C1,β submanifold, and moreover such points have unique tangent cones. We
establish these results as consequences of a fine excess decay theorem.
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1. Introduction and main results

In the works [6–8,21,24] several structural results were established for the singular set of m-
dimensional area-minimizing currents mod(q). However, finer structural properties, such as the
fact that the singular set consists locally of connected (m− 1)-dimensional C1,α submanifolds,
up to an (m − 2)-rectifiable set, have only been demonstrated for hypersurfaces for general
moduli q. The main goal of this article is to continue this study in arbitrary codimension to
establish analogous finer properties of the singular set and give a satisfactory description of
singular points in the largest possible non-flat strata. Indeed, we prove the following result.
(For the relevant definitions pertaining flat chains mod(q) we refer to [8], whilst the notion of
an area-minimizing cone mod(q) and of its spine is recalled in Section 1.1 below.)

Theorem 1.1. Assume that m ≥ 2, n ≥ n̄ ≥ 2, and q ≥ 3 are positive integers and that

(i) Σ ⊂ Rm+n is a complete embedded C3,α0 (m + n̄)-dimensional submanifold for some
positive α0 > 0;

(ii) U ⊂ Rm+n is a bounded open set;
(iii) T is a representative mod(q) of an area-minimizing flat chain mod(q) in Σ ∩ U with

∂T U = 0 mod(q).

Let p ∈ sptq(T ) ∩ U be a point at which there is a tangent cone with an (m − 1)-dimensional
spine. Then there is a neighborhood U ′ of p in which the set

S :=
{

x ∈ U ′ : Θ(T, x) ≥ q

2

}

is a connected C1,β (m − 1)-dimensional submanifold of U ′ without boundary, where β =
β(q,m, n, n̄) > 0 (in fact, it is a C1,β graph over an (m− 1)-dimensional ball). Moreover:

1
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(a) At every point x ∈ S there is a unique tangent cone to T and TxS is its spine and
Θ(T, x) = q

2 .
(b) For ‖T ‖-a.e. x ∈ U ′ \ S the density Θ(T, x) is an integer strictly smaller than q

2 ;
(c) T (U ′ \ S) is an area-minimizing integral current in the open set U ′ \ S;
(d) S has a continuous orientation such that ∂T U ′ = qJSK.

As a corollary of the above theorem and of the results of [8,22] we then derive the following
structural description when the modulus q is odd.

Corollary 1.2. Assume that m ≥ 2, n ≥ n̄ ≥ 2 are positive integers, and that q ≥ 3 is an odd
integer. Let T , Σ, and U be as in Theorem 1.1. Then the interior singular set Sing (T ) of T
is the disjoint union of

(a) a subset R ⊂ Sing (T ) which is countably (m− 2)-rectifiable;
(b) a subset S = Sing (T )\R with the property that for every p ∈ S there is a neighborhood

U ′ such that U ′ ∩ S is a C1,β (m − 1)-dimensional submanifold of U ′ ∩ Σ without
boundary, where β = β(q,m, n, n̄) > 0.

Moreover:

(c) S \ S has locally finite Hm−2 measure;
(d) T is an area-minimizing integral current in the open set U \S and there is a continuous

orientation of the submanifold S such that ∂T U = qJSK.

In the setting of Theorem 1.1, when all of the half-planes in the tangent cone at p have
multiplicity one (and so one has a full sheeting theorem, namely Allard’s regularity theorem),
we have the following additional corollary determining the full local structure near such mul-
tiplicity one cones.

Corollary 1.3. Assume that m ≥ 2, n ≥ n̄ ≥ 2, and q ≥ 3 are positive integers. Let
S =

∑q
i=1JHiK be a cone with an (m − 1)-dimensional spine (see Proposition 1.7 below) and

Hi distinct (i.e. all half-planes are multiplicity one). Then, there exists ε0 = ε0(S, q,m, n, n̄) ∈
(0, 1) such that the following holds. Let T,Σ, and U be as in Theorem 1.1. Let p ∈ sptq(T )∩U
be a point at which, for S = spt(S) and some τ > 0,

E(T,S,Bτ (p)) ≤ ε20,

using the notation as in Theorem 1.10 below. Then, T Bτ/2(p) is a C1,β perturbation of S,
in the sense of [21, Theorem C]. Here, β = β(q,m, n, n̄).

In fact, ε0 in Corollary 1.3 only depends on the minimal angle between the half-planes in S.
In particular, Corollary 1.3 applies to any area-minimizer mod(4) about a singular point where
one tangent cone is supported on a union of half-planes meeting along an (n− 1)-dimensional
spine, giving a complete local structural result near such singular points (and thus uniqueness
of the tangent cone). Moreover, in the mod(4) case, Corollary 1.3 can be rephrased as a “fine
ε-regularity” theorem, like in [21, Theorem 3.1], with an ε0 depending only on q,m, n, n̄, where
instead we assume that T is much closer to S than any plane, i.e.

E(T,S,Bτ (p)) ≤ ε20E
p(T,Bτ (p)), (1.1)

again using the notation of Theorem 1.10.
The case of even q is more complicated, and while we can prove a similar structural result,

it is not a direct corollary of this work and of the results of [8]; this case will therefore be
addressed in the additional work [10].

Remark 1.4. In the statement of Theorem 1.1, it in fact suffices to simply ask that T Bτ (p)
is sufficiently close to a cone S with an (m− 1)-dimensional spine, in the sense that

E(T,S,Bτ (p)) ≤ ε0

for S = spt(S) and some τ, ε0 > 0, with ε0 allowed to depend on S (see Proposition 1.7 and
Definition 1.8).
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1.1. Main decay theorem. The main tool of our analysis is a decay theorem which we state
in this section. The theorem states that provided T is at some scale much closer to a cone with
exactly m− 1 directions of translation invariance than it is to any m-dimensional plane, then
T decays to another cone of this form at a slightly smaller scale. We begin by recalling the
notions of an area-minimizing cone mod(q) and an open book (also known as a classical cone,
see e.g. [21]), as defined in [6].

Definition 1.5 (Area-minimizing cones mod(q), [6, Definition 3.3]). Let S ∈ Rm(Rm+n) be
an m-dimensional representative mod(q). We say that S is an area-minimizing cone mod(q) if
the following properties hold:

(a) S is locally area-minimizing mod(q) in Rm+n;
(b) ∂S = 0mod(q);
(c) (ι0,r)♯S = S for every r > 0.

The linear subspace V of vectors z such that (τz)♯S = S is the spine of S.

In this article we focus on area-minimizing cones whose spines have dimension m− 1. Note
that when the spine V is m-dimensional, then sptq(S) ⊂ V and, upon giving V the appropri-
ate orientation, S = Θ(S, 0)JV K. Likewise, cones with (m − 1)-dimensional spines V can be
classified as union of half-spaces meeting at V , to which we assign appropriate multiplicities.

Definition 1.6 (Open books, [6, Definition 4.1]). An m-dimensional half-plane (or briefly
half-plane) H is any set given by

H := {x ∈ π : v · x ≥ 0}
for any choice of an m-dimensional linear subspace π and any element v ∈ π ∩ ∂B1. The
(m− 1)-dimensional linear subspace V = {x ∈ π : x · v = 0} will be called the boundary of H.

For every fixed integer q ≥ 2 we refer to open books, denoted by Bq , as those subsets S of
Rm+n which are unions of N ≤ q m-dimensional half-planes H1, . . . ,HN (often called pages of
the book S) satisfying the following properties:

(i) Each Hi has the same boundary V ;
(ii) Each half-plane Hi is contained in the same (m+ n̄)-dimensional plane ̟.

If x ∈ Σ, then Bq(x) will denote the subset of Bq for which ̟ = TxΣ.
P and P(x) will denote the subset of those elements of Bq and Bq(x) respectively which

consist of a single plane (namely, a half-space Hi and its reflection across V ). For S ∈ Bq \P,
the plane V in (i) above is referred to as the spine of S and will often be denoted by V (S).

Proposition 1.7 ([6, Proposition 3.5]). Suppose that S is an m-dimensional area-minimizing
mod(q) cone in Rm+n with an (m− 1)-dimensional spine V . Then spt(S) is an open book with
spine V . In fact we have the following more accurate description.

There exist distinct m-dimensional oriented half-planes H1, . . . ,HN with Hi ∩Hj = V for
each i < j and spt(S) = H1 ∪ · · · ∪ HN , such that for the unit vectors ei ∈ Hi ∩ V ⊥, the
following holds.

There are positive integers Qi <
q
2 such that

S =

N∑

i=1

QiJHiK,

and
N∑

i=1

Qiei = 0.

Moreover,
∑N

i=1Qi = q, and thus Θ(S, x) = q
2 for each x ∈ V .

We do not include the proof here, and simply refer the reader to [6]. We note however an
important fact. Since q ≥ 3, a simple consequence of the relations

∑

iQi = q and 1 ≤ Qi <
q
2

is that the number N of pages Hi is at least 3. In particular spt(S) ∈ Bq \ P.
We subsequently recall the conical L2 height excess between T and elements in Bq , also

used in [6] (defined therein via slightly different notation).
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Definition 1.8 (c.f. [6, Definition 4.3]). Given a ball Br(x) ⊂ Rm+n and a cone S ∈ Bq, we

define the one-sided conical L2 height excess of T relative to S, denoted Ê(T,S,Br(x)), by

Ê(T,S,Br(x)) :=
1

rm+2

∫

Br(x)

dist2(y,S) d‖T ‖(y).

At the risk of abusing notation, we additionally define the corresponding reverse one-sided
excess (cf. [9]) as

Ê(S, T,Br(x)) :=
1

rm+2

∫

Br(x)∩S\Bar(V (S))

dist2(y, spt (T )) dHm(y) ,

where a = a(m) is a dimensional constant, to be specified later. We subsequently define the
two-sided conical L2 height excess as

E(T,S,Br(x)) := Ê(T,S,Br(x)) + Ê(S, T,Br(x)) .

We finally introduce the planar L2 height excess which is given by

Ep(T,Br(x)) = min
π∈P(x)

Ê(T, π,Br(x)) .

We are now in a position to state our main excess decay result; it is analogous to [6, Theorem
4.5], only with the codimension of T being higher than one, and allowing for a collapsed
scenario, where T may be close to an element of P, but will nevertheless be much closer to an
element of Bq \ P. Before stating it we isolate a set of assumptions which will be used often
throughout the paper.

Assumption 1.9. T ∈ Rm(Σ) is an m-dimensional representative mod(q) in Σ∩B7
√
m, where

Σ is a C3,α0 (m+n̄)-dimensional Riemannian submanifold of Rm+n ≡ Rm+n̄+l with α0 ∈ (0, 1).
q ≥ 3 is a fixed integer and T is area-minimizing mod(q) with ∂q[T ] = 0.

For each x ∈ Σ∩B7
√
m, Σ∩B7

√
m(x) is the graph of a C3,α0 function Ψx : TxΣ∩B7

√
m →

TxΣ
⊥. In addition,

c(Σ ∩B7
√
m) := sup

y∈Σ∩B7
√

m

‖DΨy‖C2,α0 ≤ ε̄,

where the small constant ε̄ ∈ (0, 1] will be determined later. This in particular gives us the
following uniform control on the second fundamental form AΣ of Σ:

A := ‖AΣ‖C0(Σ∩B7
√

m) ≤ C0c(Σ ∩B7
√
m) ≤ C0ε̄.

Theorem 1.10 (Excess Decay Theorem). Let m ≥ 2, n ≥ n̄ ≥ 2 and q ≥ 3 be positive
integers, let ς > 0 and let Q = q

2 . There are positive constants ε0 = ε0(q,m, n, n̄, ς) ≤ 1
2 ,

r0 = r0(q,m, n, n̄, ς) ≤ 1
2 and C = C(q,m, n, n̄) with the following property. Assume that

(i) T and Σ are as in Assumption 1.9;
(ii) ‖T ‖(B1) ≤ (Q + 1

4 )ωm;
(iii) There is S ∈ Bq(0) \ P(0) such that

E(T,S,B1) ≤ ε20E
p(T,B1) (1.2)

(iv) A2 ≤ ε20E(T,S
′,B1) for any S′ ∈ Bq(0).

Then there is a S′ ∈ Bq(0) \ P(0) such that

(a) E(T,S′,Br0) ≤ ςE(T,S,B1)

(b)
E(T,S′,Br0)

Ep(T,Br0)
≤ 2ς

E(T,S,B1)

Ep(T,B1)

(c) dist2(S′ ∩B1,S ∩B1) ≤ CE(T,S,B1)

(d) dist2(V (S) ∩B1, V (S′) ∩B1) ≤ C
E(T,S,B1)

Ep(T,B1)
.
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Our proof of Theorem 1.10 will follow closely our previous work [9] on the interior regularity
of area-minimizing currents in arbitrary codimension and indeed we will call upon many of the
ideas in that work. In turn, [9] builds upon on many ideas related to area-minimizing currents
first developed by Almgren [2] and revisited in [12, 14, 15], as well as the foundational ideas of
Simon [23] and Wickramasekera [25] (see also [3, 6, 7, 19–21] for related works).

The most important difference when compared to [9] (other than the fact that the spine
of the cone in question is codimension one relative to the current) is that the mod(q) setting
implies a “no-gap” condition at the spine of the open book, see Theorem 3.1, which is in turn
the main reason why the power law decay holds whenever the current is sufficiently close to
an open book. The fact that the mod(q) structure implies a “no-gap” condition was first
observed in [6] in the codimension 1 case, but an important contribution of this paper is
that it holds in any codimension. Another key difference in the present work when compared
to [9] is in understanding the boundary behaviour of blow-ups we construct, particularly in
the “degenerate” case when the objects in question are converging to a single plane with
multiplicity. The reason for this is that now we get Dir-minimizers in the interiors of half-
planes, rather than on full-planes, and so naturally we are left with a boundary problem.
For this, we use the equivalent estimates of Wickramasekera [25, Section 12] in our setting
to understand the boundary behaviour of the blow-ups, and also adapting the excess decay
arguments from [25, Section 16] in the non-collapsed case (see also [6]) and [25, Section 9],
[21, Theorem 3.1] in the collapsed case (see also [7]).

1.2. Notation.

r, ρ, s, t typically denote radii

i, j, k indices

α, β, π m-dimensional planes

̟ (m + n̄)-dimensional plane

ε, δ, η small numbers, with ε the smallest in hierarchy

γ, κ, µ exponents

ς, σ, τ,κ parameters

φ, θ, ϑ angles

ϕ,ψ, χ test functions

f, g, h, u, v, w functions, with f , u, v and w typically denoting multi-valued approximations

Ψ,Σ Ψ the parameterization of the ambient manifold Σ

Σp,r the rescaled manifold ιp,r(Σ)

S, T currents

p, x points in Rm+n

y, z, ξ, ζ variables (typically in m-dimensional subspaces of Rm+n)

p, p⊥ orthogonal projection, projection to orthogonal complement, respectively

1E indicator function of the set E

A the L∞ norm of the second fundamental form of Σ

Θ(T, x) the m-dimensional density of T at a point x

Sing(T ), Singf (T ) singular sets of T , with Singf (T ) the flat singularities

Singf
Q
(T ) flat singularities of T where the density of T is Q

L, ℓ(L) L a cube, ℓ(L) half the side length

A,B linear maps

X vector field

S open book, cf. Definition 1.6

N natural number, typically denoting the number of pages in the open book S

V spines of cones

P set of m-dimensional planes

B set of open books (cf. Definition 1.6)

Ep(T,B) planar excess of T in the (m + n)-dimensional ball B



6 C. DE LELLIS, P. MINTER, AND A. SKOROBOGATOVA

Ê(T,S,B), Ê(S, T,B) one-sided L2 conical excess in B (T close to S, S close to T , resp.)

E(T,S,B) double-sided conical excess in B

E(T,B) oriented tilt excess of an integral current T in B

Ba(V ) fixed tubular neighbourhood of radius a of the spine V being removed from B1

σ(S) minimal pairwise Hausdorff distance between the reflected pages of S in B1

ζ(S) maximal Hausdorff distance of the pages of S in B1 from the closest m-plane

AQ(Rn) the space of Q-tuples of vectors in Rn (cf. [11])

Rm(E) the class of m-dimensional integer rectifiable currents supported

in a relatively closed set E ⊂ Rm+n

Fm(E) the class of m-dimensional integral flat chains supported

in a relatively closed set E ⊂ Rm+n

F
q
K the mod(q) flat metric restricted to a given compact set K

[T ] the mod(q) equivalence class of T ∈ Rm

∂q the boundary operator defined on mod(q) equivalence classes

ιz,r the scaling map p 7→
p− z

r
around the center z

τz the translation map p 7→:= p+ z

Tq,r the rescaled current (ιq,r)♯(T )

Acknowledgments. This research was conducted during the period P.M. served as a Clay
Research Fellow.

2. Preliminaries

2.1. Identifying T with integral currents. In this section we collect some essential facts
which follow from the regularity theory developed in [8]. The first one is that, if the density of
T is strictly below q

2 , then in fact T can be identified with an area-minimizing integral cycle.

Proposition 2.1. Assume q, T , Σ, and U are as in Theorem 1.1. If Θ(T, x) < q
2 for every

x ∈ U , then ∂T U = 0 and T is an area-minimizing integral current in Σ ∩ U .

Proof. By [8, Theorem 7.2] the singular set Sing (T ) has Hausdorff dimension at most m− 2.
It follows from the definition of regular set that around every regular point x, namely any
point in Reg (T ) := spt(T ) \ Sing (T ), there is a neighborhood U ′ of x and a regular oriented
m-dimensional submanifold Λ of U ′ ∩Σ such that

T U ′ = Θ(T, x)JΛK .

In particular, since Θ(T, x) < q
2 , Reg (T ) can be written as the union of disjoint orientable

regular m-dimensional submanifolds Λ1, . . . ,Λk of U \ Sing (T ) such that

T (U \ Sing (T )) =
k∑

i=1

iJΛiK , (2.1)

where k < q
2 . It follows that ∂T U must be supported in Sing (T ). Since ∂T U is an

(m − 1)-dimensional flat chain, by a well-known theorem of Federer [16, Theorem 4.2.14] if
one knows that Hm−1(Sing (T )) = 0 then ∂T U must vanish identically. The fact that T is
area-minimizing in U as an integral current follows immediately. �

The above proposition has a very simple corollary.

Corollary 2.2. Assume q, T,Σ and U are as in Proposition 2.1 and suppose that we have a
sequence of

(i) C3,α0 regular submanifolds Σk which converge (locally in C3,α0) to Σ;
(ii) Open sets Uk ↑ U ;
(iii) Representatives mod(q) Tk which are area-minimizing flat chains mod(q) in Σk ∩ Uk

with ∂Tk = 0mod(q) and such that Tk
∗
⇀ T as flat chains mod(q).
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Then, for every U ′ ⊂⊂ U there is k0 = k0(U
′) such that the conclusions of Proposition 2.1

apply to Tk and U ′ in place of T and U for every k ≥ k0. Moreover Tk
∗
⇀ T in the sense of

integral currents.

Proof. First of all we recall that ‖Tk‖ ∗
⇀ ‖T ‖ in the sense of varifolds, see for instance [8].

It then suffices to show that Θ(Tk, y) <
q
2 for every y ∈ U ′ and every k sufficiently large.

In fact this would imply that ∂Tk = 0 in U ′ and, by Federer’s compactness theorems, that

Tk
∗
⇀ S for some integral current S with ∂S U ′ = 0. We immediately conclude that T and

S are congruent mod(q). On the other hand it also follows that ‖Tk‖ ∗
⇀ ‖S‖ in the sense of

varifolds, in particular ‖S‖ = ‖T ‖ and hence spt(S) = spt(T ). Therefore it suffices to show
that, for every regular point of T there is a neighborhood W where T and S coincide. We can
choose a neighborhood W where T W = iJΛK for some oriented connected regular surface Λ
and for some positive integer i. Since Θ(T, ·) < q

2 , we necessarily have 1 ≤ i < q
2 , and since

spt(S) = spt(T ), the constancy theorem implies that S W = i′JΛK for some (not necessarily
positive) integer i′. However, |i′| = i because ‖T ‖ = ‖S‖ and moreover q divides the integer
i′ − i because S − T ≡ 0 mod(q). Given that |i′ − i| ≤ |i′|+ |i| = 2|i| < q, it must necessarily
be that i = i′.

As for showing that Θ(Tk, y) <
q
2 for every y ∈ U ′ and every k sufficiently large, we argue by

contradiction. In particular we would find a sequence of points {yk} ⊂ U ′ such that Θ(Tk, yk) ≥
q
2 . Because U ′ ⊂⊂ U we can assume that yk converges to an element y ∈ U . On the other
hand Allard’s monotonicity formula would imply that Θ(T, y) ≥ lim supk Θ(Tk, yk) ≥ q

2 . �

2.2. Oriented tilt-excess. Having identified T with an integral current locally in regions
where the density is strictly smaller than q

2 , we recall the definition of the oriented tilt-excess
of an m-dimensional integral current T in a cylinder Cr(p, π0) relative to an m-dimensional
oriented plane π:

E(T,Cr(p, π0), π) :=
1

2ωmrm

∫

Cr(p,π0)

|~T (x) − ~π(x)|2 d‖T ‖(x).

We in turn define

E(T,Cr(p, π0)) := min
π⊂TpΣ

E(T,Cr(p, π0), π)

where the minimum is taken over all m-dimensional oriented planes π ⊂ TpΣ (identified with
their corresponding planes in Rn+m). The oriented tilt-excess of T in Br(p) relative to an m-
dimensional oriented plane π and the optimal oriented tilt-excess inBr(p), denoted respectively
by E(T,Br(p), π) and E(T,Br(p)), are defined analogously.

2.3. L2 − L∞ height bound. In this section, we recall the L2 − L∞ height bound derived in
[9, Part I, Section 3] for integral currents, which will be a key aspect of the proof of Theorem
1.10. We refer the reader to the proofs therein.

Bearing in mind Proposition 2.1, which will allow us to identify T with an integral current
away from a neighbourhood of V (S), we make the following assumption throughout this section.

Assumption 2.3. Σ and A are as in Assumption 1.9. T is an m-dimensional integral current
in Σ∩B7

√
m with ∂T B7

√
m = 0. For some oriented m-dimensional plane π0 ⊂ Rm+n̄ passing

through the origin and some positive integer Q, we have

(pπ0)♯T C2(0, π0) = QJB2(π0)K ,

and ‖T ‖(B2) ≤ (Q+ 1
2 )ωm2m.

Theorem 2.4 (L∞ and tilt-excess estimates, [9, Theorem 3.2]). For every 1 ≤ r < 2, Q,
and N , there is a positive constant C̄ = C̄(Q,m, n, n̄, N, r) > 0 with the following property.
Suppose that T , Σ, A and π0 are as in Assumption 2.3, let p1, . . . , pN ∈ π⊥

0 be distinct points,
and set π :=

⋃

i pi + π0. Let

E :=

∫

C2

dist2(p,π) d‖T ‖(p) . (2.2)



8 C. DE LELLIS, P. MINTER, AND A. SKOROBOGATOVA

Then

E(T,Cr, π0) ≤ C̄(E +A2) (2.3)

and, if E ≤ 1,

spt(T ) ∩Cr ⊂ {p : dist(p,π) ≤ C̄(E1/2 +A)} . (2.4)

We additionally state the following important consequence of Theorem 2.4, also contained
in [9].

Corollary 2.5 ([9, Corollary 3.3]). For each pair of positive integers Q and N , there is a
positive constant δ = δ(Q,m, n, n̄, N) with the following properties. Assume that:

(i) T , Σ, and A are as in Assumption 2.3;
(ii) T is area-minimizing in Σ and for some positive r ≤ 1

4 and q ∈ spt(T ) ∩ B1 we have

∂T C4r(q) = 0, (pπ0)♯T = QJB4r(q)K, and ‖T ‖(C2r(q)) ≤ ωm(Q+ 1
2 )(2r)

m;
(iii) p1, . . . , pN ∈ Rm+n are distinct points with pπ0(pi) = q and κ := min{|pi−pj| : i < j};
(iv) π1, . . . , πN are oriented planes passing through the origin with

τ := max
i

|πi − π0| ≤ δmin{1, r−1κ} ; (2.5)

(v) Upon setting π =
⋃

i(pi + πi), we have

(rA)2 + (2r)−m−2

∫

C2r(q)

dist2(p,π)d‖T ‖ ≤ δ2 min{1, r−2κ2} . (2.6)

Then T Cr(q) =
∑N

i=1 Ti where

(a) Each Ti is an integral current with ∂Ti Cr(q) = 0;
(b) dist(q,π) = dist(q, pi + πi) for each q ∈ spt(Ti);
(c) (pπ0)♯Ti = QiJBr(q)K for some non-negative integer Qi.

2.4. Separation between planes and halfplanes. Fist of all we introduce the following
quantity for every open book S = H1 ∪ · · · ∪ HN . We denote by πi the planes that are the
extensions of the half-planes Hi across V (S) via reflection and set

ζ(S) := max
i<j

dist(πi ∩B1, πj ∩B1). (2.7)

Note that ζ(S) measures how close S is to a plane. In particular it is not difficult to see that

C−1 min
i

dist(S ∩B1, πi ∩B1) ≤ ζ(S) ≤ Cmin
i

dist(S ∩B1, πi ∩B1) (2.8)

while

min
π∈P

dist(S ∩B1, π ∩B1) ≤ min
i

dist(S ∩B1, πi ∩B1) ≤ C min
π∈P

dist(S ∩B1, π ∩B1) (2.9)

for some constant C(m,n).
The quantity ζ(S) will play an analogous role to that of µ(S) in [9], but we want to emphasize

one difference: the cones S considered in [9] are union of planes and so there is no need to
introduce the reflection along the spine V (S). For this reason we have opted to use a different
notation here. Instead we use the same notation for σ(S), which is given by

σ(S) = min
i<j

dist(Hi ∩B1,Hj ∩B1) . (2.10)

The following very elementary observation will be particularly useful in many places.

Lemma 2.6. Let H1 and H2 be two m-dimensional halfplanes with a common boundary V ,
denote by πi the planes obtained by reflecting them along V , and let vi ∈ Hi∩∂B1 be orthogonal
to V . Then

dist(π1 ∩B1, π2 ∩B1) = min{|v1 − v2|, |v1 + v2|} . (2.11)

(2.12)
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2.5. Alignment of spines, shifting. We now record some results which are analogous to
those in [9, Section 7.3]. Therein, the majority of the results are stated for unions of m-
dimensional planes intersecting in an (m− 2)-dimensional subspace, with comparability of the
two Morgan angles that determine the pairwise separation of the planes. Here, we instead have
unions of m-dimensional half-planes intersecting in an (m−1)-dimensional subspace, with only
one angle parameter determining the pairwise separation of the half-planes, so the situation is
in fact even simpler. Nevertheless, for clarity, we include the proofs that differ.

Lemma 2.7. For each M > 0 and m,n, q ∈ N, there exists a constant C̄ = C̄(M,m, n, q) > 0
such that the following holds. Suppose that S and S′ are open books in Bq, consisting of 2 ≤
N,N ′ ≤ q m-dimensional half-planes H1, . . . ,HN and H′

1, . . . ,H
′
N ′ , meeting in the (m − 1)-

dimensional subspaces V (S) and V (S′) respectively. Then

dist(V (S) ∩B1, V (S′) ∩B1) ≤ C̄
dist(S ∩B1,S

′ ∩B1)

ζ(S)
(2.13)

Proof. First of all observe that, without loss of generality, we can assume that dist(S∩B1,S
′∩

B1) ≤ γζ(S) for some fixed positive γ. In fact we have otherwise that

dist(S ∩B1,S
′ ∩B1)

ζ(S)
≥ γ

and, given that dist(V (S)∩B1, V (S′)∩B1) ≤ 1, the desired inequality would be trivially true
if the constant C is taken to be larger than γ−1.

Next, we have by the triangle inequality

ζ(S) ≤ 2 dist(S ∩B1,S
′ ∩B1) + ζ(S′),

and thus if γ < 1/4, ζ(S′) ≥ 1
2ζ(S) > 0.

Next, let πi and π′
i be the m-dimensional planes which are the extensions of Hi and H′

i

across V (S) and V (S′), respectively, by reflection. If we set S̄ := ∪iπi and S̄′ := ∪iπ
′
i, it is

obvious that:

• ζ(S) = ζ(S̄) and ζ(S′) = ζ(S̄′);
• neither S̄ nor S̄′ is planar, in particular V (S̄) and V (S̄′) are both well-defined and they

equal, respectively, V (S) and V (S′);
• dist(S̄ ∩B1, S̄

′ ∩B1) ≤ dist(S ∩B1,S
′ ∩B1).

On the other hand, it follows from the very same argument of [9, Lemma 7.12] that

dist(V (S̄) ∩B1, V (S̄′) ∩B1) ≤ C
dist(S̄ ∩B1, S̄

′ ∩B1)

ζ(S̄)
.

In fact the proof of [9, Lemma 7.12] handles a more complicated situation because the spines
have codimension 2 in the planes, a fact which requires the additional assumption [9, Lemma
7.12(iii)]. �

We additionally require a lemma which gives control the shifting of a given open book S.
Before we state the lemma, let us introduce the following definition.

Definition 2.8. A set Ω ⊂ Rm+n is said to be invariant under rotation around a linear
subspace V if R(Ω) = Ω for any rotation R of Rm+n which fixes V .

Lemma 2.9. Let M ≥ 1, m,n, q ∈ N, 2 ≤ N ≤ q, let V be an (m − 1)-dimensional subspace
of Rm+n and let U ⊂ B1 be a non-empty open set which is invariant under rotation around V .
Then there exists a constant C̄ = C̄(M,m, n,N,U) > 0 for which the following holds. Suppose
that S = H1 ∪ · · · ∪ HN ∈ Bq and V (S) = V for each i < j. Let p ∈ B1/2 and πi be the
m-dimensional plane which is the union of Hi and its reflection through V . Then there exists
j0 ∈ {1, . . . , N} and Ω ⊂ Hj0 ∩ U with Hm(Ω) ≥ C̄−1 and

|p⊥
πi
(p)|+ ζ(S)|pV ⊥∩πi

(p)| ≤ C̄ dist(z, p+ S) ∀z ∈ Ω, ∀i . (2.14)

Remark 2.10. In fact the set Ω is relatively open in Hj0 ∩ U , even though this fact will not
play an important role.
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Proof. First of all, we claim, as in [9, Lemma 7.16], that

|p⊥
πi
(p)|+ ζ(S)|pV ⊥∩πi

(p)| ≤ 6max
k

|p⊥
πk
(p)| ∀i . (2.15)

The argument is much simpler here and we give a direct proof. Without loss of generality we
may just prove the claim for i = 1, so we just need to show that

ζ(S)|pV ⊥∩π1
(p)| ≤ 5max

k
|p⊥

πk
(p)| . (2.16)

Let j0 be a maximizer of the right hand and then pick j which maximizes dist(πj∩B1, πj0∩B1),
so that in particular the triangle inequality yields

dist(πj0 ∩B1, πj ∩B1) ≥
1

2
ζ(S) .

Let vj be the vector in ∂B1 ∩Hj orthogonal to V . Observe that pV ⊥∩πj
(p) = (p · vj)vj and

that

dist(πj0 ∩B1, πj ∩B1) = |p⊥
πj0

(vj)| .
In particular, since pV ⊥∩πj

= p⊥
V − p⊥

πj
and p⊥

πj0
◦ p⊥

V = p⊥
πj0

(because V ⊂ πj0 ), we have

ζ(S)|pV ⊥∩πj
(p)| ≤ 2 dist(πj0 ∩B1, πj ∩B1)|pV ⊥∩πj

(p)|
≤ 2(|p⊥

πj0
(p⊥

V (p))|+ |p⊥
πj
(p)|) ≤ 2(|p⊥

πj0
(p)|+ |p⊥

πj
(p)|) ≤ 4|p⊥

πj0
(p)| .

Moreover, since pV ⊥∩π1
◦ pπj = pV ⊥∩π1

◦ pV ⊥∩πj
and by the definition of πj0 , we have

|pV ⊥∩π1
(p)| ≤ |pV ⊥∩π1

(pV ⊥∩πj
(p))|+ |pV ⊥∩π1

(p⊥
πj
(p))|

≤ |pV ⊥∩πj
(p)|+ |p⊥

πj
(p)| ≤ |pV ⊥∩πj

(p)|+ |p⊥
πj0

(p)| .
This shows (2.16) and hence (2.15).

It remains to check that maxk |p⊥
πk
(p)| ≤ C dist(z, p+ S) for any z ∈ Ω. Fix again j0 such

that |p⊥
πj0

(p)| is maximal. We thus aim at showing the existence of a subset Ω ⊂ Hj0 ∩U with

Hm(Ω) ≥ C̄−1 with the property that

|p⊥
πj0

(p)| ≤ C̄ dist(z, p+ S) ∀z ∈ Ω .

We follow the argument of [9, Proof of Lemma 7.14], albeit in a much simpler setting. First
we notice that dist(z, p+ S) ≥ mini |p⊥

πi
(p− z)| and we therefore aim at showing that

|p⊥
πj0

(p)| ≤ C̄min
i

|p⊥
πi
(p− z)| . (2.17)

We let e ∈ Hj0 ∩ ∂B1 be such that e ⊥ V and observe that, since U is non-empty, open, and
rotationally invariant around V , there must be an open W ⊂ V and an interval [a, b] with the
property that

w + λe ∈ U ∀w ∈W, ∀λ ∈ [a, b] .

Observe that for such w ∈W and λ ∈ [a, b], |p⊥
πi
(p− (w + λe))| = |p⊥

πi
(p− λe)|.

Consider the finite collection of N + 1 pairwise disjoint subintervals I1, . . . , IN+1 contained
in [a, b], of length b−a

2(N+1) with dist(Ii, Ij) ≥ b−a
2(N+1) for all i 6= j, where N is the number of

half-planes of the open book, and we reduce to showing that there is one Iℓ for which

|p⊥
πj0

(p)| ≤ C̄min
i

|p⊥
πi
(p− λe)| ∀λ ∈ Iℓ . (2.18)

Once we have established this, the proof is complete. So, suppose this were not to hold. Then,
given C̄ sufficiently large (to be determined), for each k = 1, . . . , N + 1 we may find points
λk ∈ Ik for which (2.18) fails for this choice of C̄. This means that for at least one pair of
distinct λk, the minimum on the right hand side is achieved by one same index i. For this i
we must have two numbers λ and µ with |λ− µ| ≥ b−a

2(N+1) and

|p⊥
πi
(p− λe)| < C̄−1|p⊥

πj0
(p)|

|p⊥
πi
(p− µe)| < C̄−1|p⊥

πj0
(p)| .
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In particular, using the linearity of p⊥
πi
, the triangle inequality and the fact that λ, µ ≤ 1, we

easily conclude that

|p⊥
πi
(e)| < 4(N + 1)

C̄(b− a)
|p⊥

πj0
(p)| (2.19)

|p⊥
πi
(p)| < 4(N + 1)

C̄(b− a)
|p⊥

πj0
(p)| (2.20)

Given that V ⊕ Re = πj0 , we easily conclude that

|p⊥
πi
(z)| < 4(N + 1)

C̄(b− a)
|p⊥

πj0
(p)| ∀z ∈ B1 ∩ πj0 . (2.21)

Observe that, since p ∈ B1/2, (2.21) further implies that |πi−πj0 | is small, provided C̄ is large

enough. Consider now p+ π⊥
i : if |πi − πj0 | is smaller than a geometric constant, then p+ π⊥

i

intersects πj0 at some point z ∈ πj0 ∩B1. Now p− z is orthogonal to πi and therefore

p⊥
πi
(p− z) = p− z

But since z ∈ πj0 ,

|p⊥
πi
(p− z)| = |p− z| ≥ |p⊥

πj0
(p)| .

On the other hand, because of (2.20) and (2.21) we also know that

|p⊥
πi
(p− z)| < 8(N + 1)

C̄(b− a)
|p⊥

πj0
(p)| .

If we choose C̄ large enough so that 8(N+1)

C̄(b−a)
< 1, we would then reach a contradiction. This

completes the proof. �

3. No gaps in highest multiplicity points

In order to prove Theorem 1.10 we require the following theorem, which tells us that under
the hypotheses (i), (ii) of Theorem 1.10 and a suitable smallness condition on the ratios (A2+
E(T,S,B1))/ζ(S)

2, there are no large gaps in the multiplicity Q ≥ q
2 points of T near V (S).

Theorem 3.1. For every ̺ > 0, η > 0, and ρ ≥ 5̺, there exists ε = ε(q,m, n, n̄, ̺, η, ρ) > 0
such that the following holds. Suppose that T , Σ and S satisfy the hypotheses (i), (ii) of
Theorem 1.10 and

E(T,S,B1) +A2 ≤ ε2ζ(S)2 . (3.1)

Then

B̺(ξ) ∩
{

p : Θ(T, p) ≥ q

2

}

6= ∅ ∀ξ ∈ V (S) ∩B1/2 , (3.2)

and

Θ(T, x) <
q

2
for every x ∈ B1−η/8 \Bρ/4(V ). (3.3)

Proof of Theorem 3.1. We argue by contradiction and consider two cases depending on whether
(3.2) or (3.3) fails.
Case 1: (3.2) fails. In this case, there exists ̺ > 0 for which there exists a sequence Tk, Σk and

Sk satisfying the hypotheses (i), (ii) of Theorem 1.10 and (3.1) with ε = εk ↓ 0, with

B̺(ξk) ∩
{

p : Θ(Tk, p) ≥
q

2

}

= ∅ for some ξk ∈ V (Sk) ∩B1/2 . (3.4)

Without loss of generality, after extracting subsequences, scaling and translating, we can as-
sume that:

• ξk = 0;
• ̺ = 1

2 ;
• Σk converge to an (m+ n̄)-dimensional subspace ̟;
• Sk ∩B1 converge to an open book S ∩B1 ⊂ ̟ in Hausdorff distance;
• Tk converge to an area-minimizing current mod(q) for which we fix a mod(q) represen-

tative T .
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Note that by [8, Proposition 4.2] ‖Tk‖ converges to ‖T ‖ in the sense of varifolds and that,
moreover, spt(T ) ∩B1/2 = S ∩B1/2. We now distinguish two cases.

S is not supported in an m-dimensional plane. By Proposition 2.1, ∂Tk B1/2 = 0
and Tk B1/2 is an area-minimizing integral current and thus, by the Federer-Fleming com-
pactness theorem, Tk B1/2 converges, up to subsequences, to an area-minimizing integral
current S with ∂S B1/2 = 0. This also implies that ‖Tk‖ B1/2 ⇀

∗ ‖S‖ B1/2. In partic-
ular ‖T ‖ B1/2 = ‖S‖ B1/2. Thus spt(T ) ∩ B1/2 = spt(S) ∩ B1/2 = S ∩ B1/2, where the
latter identity follows from the hypothesis (3.1). But this would imply that S is an integral
area-minimizing cone with an (m− 1)-dimensional spine, which is not possible.

S is supported in an m-dimensional plane π. In this case ζ(Sk) converges to 0. In
particular, (3.1) and the constancy theorem for area minimizing currents mod(q) tells us that,
up to choosing the right orientation for π, Tk → Q′JπK for some positive integer Q′ ≤ q

2 .
Moreover, if we consider planes πk containing V which minimize dist(Sk ∩ B1, π ∩ B1), we
easily conclude that dist(Sk ∩B1, πk ∩B1) ≤ ζ(Sk). Therefore

Ep(Tk,B1) ≤ Ê(Tk, πk,B1) ≤ CÊ(T,S,B1) + Cζ(Sk)
2 ≤ C(1 + ε2k)ζ(Sk)

2 → 0 . (3.5)

Without loss of generality, after applying a rotation we can assume that πk = π. We
can then use [12, Theorem 2.4] (which can be applied because the tilt excess in a slightly
smaller ball is controlled by the planar L2 excess, c.f. [9]), together with (3.5), to approximate
Tk B1/4 ∩Cc0(π, 0) with the graph of a Lipschitz map fk : Bc0(π, 0) → AQ′(Rn) with

∫

Bc0

(|fk|2 + |Dfk|2) ≤ C0ζ(Sk)
2 .

where c0 ≤ 1
2 is a dimensional constant and C0 = C0(m,n,Q

′). Up to subsequences, we also
know that the rescaled functions

fk
ζ(Sk)

converge strongly in L2 to a map f̄ , which is Dir-minimizing in light of [8, Theorem 5.2] and
(3.5). Consider now the sequence of open books S′

k which are obtained Sk in the following
way. Writing every point x ∈ Rm+n as x = y + z with y ∈ π and z ∈ π⊥ we denote by
Lk : Rm+n → Rm+n the linear function which maps x into y + (ζ(Sk))

−1z. We then set
S′
k = Lk(Sk). Up to subsequences we can assume that S′

k converges to an open book S′, which
is necessarily non-planar due to the normalization by ζ(Sk).

However, using [12, Theorem 2.4] and our assumption that E(Tk,Sk,B1) is infinitesimal
compared to ζ(Sk)

2, we conclude that the support of the graph of f̄ coincides with S′. But
then f̄ would be a Q′-valued Dir-minimizing map on Bc0(π, 0) with an (m − 1)-dimensional
singular set, which is a contradiction to Almgren’s regularity theory, cf. [11].

Case 2: (3.3) fails. Now, we suppose there exists ρ > 0 for which there exists sequences Tk,

Σk and Sk satisfying hypotheses (i), (ii) of Theorem 1.1 and (3.1) with ε = εk ↓ 0, but for
which Θ(Tk, xk) ≥ q

2 for some xk ∈ B1−η/8 \Bρ/4(V ). We may extract subsequences to assume
without loss of generality that

• Σk converges to an (m+ n̄)-dimensional subspace ̟;
• Sk ∩B1 converges to an open book S ∩B1 ⊂ ̟ in Hausdorff distance;
• Tk converges to an area-minimizing current mod(q) for which we fix a mod(q) repre-

sentative T , with spt(T )∩B1/2 = S∩B1/2, and ‖Tk‖ converges to ‖T ‖ in the sense of
varifolds;

• xk converges to x ∈ B̄1−η/8 \Bρ/4(V ) with Θ(T, x) ≥ q
2 ;

Once again, we have two cases; either S is supported in an m-dimensional plane, or not.
S is not supported in an m-dimensional plane. In this case, T is a mod(q) area-

minimizing cone with an (m − 1)-dimensional spine. By the classification theorem for these
cones, we know that Θ(T, y) = q

2 for all y ∈ V , while Θ(T, y) < q
2 for all y 6∈ V . Since

x ∈ B̄1/8 \B1/16(V ), x cannot belong to the spine V , on the other hand it must belong to it
because Θ(T, x) ≥ q

2 , yielding a contradiction.



SINGULARITIES OF AREA-MINIMIZING CURRENTS MOD(q) 13

S is supported in an m-dimensional plane π. In this case, our hypotheses imply that
Tk → q

2 JπK in B1 for an m-dimensional plane π (in particular, q must be even). One may now
proceed via an analogous compactness argument to that in Case 1 above, using the Lipschitz
approximation of [2, Corollary 3.11] for stationary integral varifolds (or that for mod(q) area-
minimizing currents in [8, Theorem 15.1], but the former works more generally). Thus, we
deduce the existence of a Q-valued blow-up map f̄ on B1−η/16(0, π) whose graph is supported
on a non-planar open book S′ with an (m − 1)-dimensional spine, which in fact is the plane
V . However, the assumption that Θ(Tk, xk) ≥ Q for some point xk ∈ B1−η/8 \ Bρ/4(V ) for
each k, combined with a suitable persistence of Q-points argument (for example, based on
the Hardt–Simon inequality, which works without any minimizing assumption, or alternatively
[8, Theorem 23.1] which does), gives that there must be a Q-point of f̄ in B1−η/8 \Bρ/4(V ),

which contradicts the structure of f̄ . This completes the proof. Note that for this part one
can form an argument which does not require Tk to be area-minimizing mod(q); they merely
need to be stationary integral varifolds. �

4. Graphical approximations

This section is dedicated towards approximating T effectively by multi-valued graphs over
the half-planes Hi in an open book S, away from a neighbourhood of the spine V (S). This
procedure is analogous to the ones of Simon [23] and Wickramasekera [25] in the non-collapsed
and collapsed cases, respectively. Here, we follow the equivalent constructions and notations
of these procedures in our previous work [9] to match the notation.

4.1. Pruning and layer subdivision. We begin with the following pruning lemma, which
is an analogue of the one in [9, Section 8]. A key purpose of this lemma is to throw away
some of the planes in a given open book, yielding a new open book with the same maximal
pairwise angle between the planes that are the extensions of the half-planes across the common
spine, but for which the two-sided excess of T to this new book is small relative to the minimal
pairwise angle between the half-planes of the new open book. Since we are now dealing with
half-planes in place of planes, while the maximal separation we consider is for the planes formed
from extending them across their common axis, we repeat the proofs here. Throughout this
section, for a given open book S ∈ Bq, we let ζ(S) be as in (2.7).

Lemma 4.1 (Pruning Lemma). Let 2 ≤ N ≤ q, D > 0 and 0 < δ ≤ 1. Let Γ := δ2−N (N − 1)!
and ε := (Γ + 1)−1δ. If S = H1 ∪ · · · ∪HN ∈ Bq with

D ≤ εζ(S), (4.1)

then there exists a subcollection I ⊂ {1, . . . , N} with #I ≥ 2 satisfying the following properties
for the planes πi that are the extensions of Hi by reflecting across V (S):

max
j

min
i∈I

dist(Hi ∩B1,Hj ∩B1) ≤ ΓD (4.2)

D +max
j

min
i∈I

dist(Hi ∩B1,Hj ∩B1) ≤ δ min
i,j∈I:i<j

dist(Hi ∩B1,Hj ∩B1) (4.3)

max
i,j∈I:i<j

dist(πi ∩B1, πj ∩B1) = ζ(S). (4.4)

Proof. We use a variant of the algorithm explained in [9, Lemma 8.2], which iteratively con-
structs {1, . . . , N} = I(0) ⊂ I(1) ⊂ · · · ⊂ I(s) = I by removing one element from each I(k)
until some stopping step s. First of all we adopt the same rule as in [9, Lemma 8.1] to decide
when we stop; namely we stop at the first s such that

D +max
j

min
i∈I(s)

dist(Hi ∩B1,Hj ∩B1) ≤ δ min
i,j∈I(s),i<j

dist(Hi ∩B1,Hj ∩B1) . (4.5)

Then, analogously to [9, Lemma 8.2], at each step k before we stop, the set I(k+1) is obtained
from I(k) by removing an index ℓ such that

min
i∈I(k)

dist(Hi ∩B1,Hℓ ∩B1) = min
i,j∈I(k),i<j

dist(Hi ∩B1,Hj ∩B1) (4.6)

max
i,j∈I(k)\{ℓ}

dist(πi ∩B1, πj ∩B1) = max
i,j∈I(k)

dist(πi ∩B1, πj ∩B1) . (4.7)
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By following the computations in [9, Lemma 8.2], we can see that, as long as the existence of
such an ℓ is guaranteed, namely we can perform the task of the algorithm, the inequality

max
j

min
i∈I(k)

dist(Hi ∩B1,Hj ∩B1) ≤ ΓD (4.8)

is also guaranteed for all k ∈ {0, . . . , s}. In particular, it follows directly that, provided we
can keep choosing ℓ satisfying (4.6) and (4.7), at the stopping step the set I = I(s) certainly
satisfies all the inequalities (4.2), (4.3), (4.4), and #I(s) ≥ 2. For the latter conclusion, observe
that, either s = 0, and hence obviously #I(s) = N ≥ 2, or s > 0, and the existence of the
discarded index ℓ at step s− 1 guarantees that I(s− 1) ≥ 3.

For the existence of ℓ at some step k < s, observe first that, under our assumption, the
stopping condition (4.5) is not fulfilled at that particular step and therefore

min
i,j∈I(k),i<j

dist(Hi ∩B1,Hj ∩B1) < δ−1
(
D +max

j
min
i∈I(k)

dist(Hi ∩B1,Hj ∩B1)
)
.

Since however (4.8) is also valid at step k we infer

min
i,j∈I(k),i<j

dist(Hi ∩B1,Hj ∩B1) < (Γ + 1)δ−1D . (4.9)

Pick a pair {ℓ1, ℓ2} ⊂ I(k) which maximizes dist(πi ∩B1, πj ∩B1) for i, j ∈ I(k). If this pair
does not minimize dist(Hi ∩B1,Hj ∩B1), then the existence of ℓ satisfying (4.6) and (4.7) is
obvious. If the pair does minimize dist(Hi ∩B1,Hj ∩B1), then we can use (4.9) and (4.1) to
get

ζ(S) = max
i,j∈I(k)

dist(πi ∩B1, πj ∩B1) ≤ dist(Hℓ1 ∩B1,Hℓ2 ∩B1)

< (Γ + 1)δ−1D ≤ (Γ + 1)δ−1εζ(S) ≤ ζ(S) ,

which gives a contradiction. �

A consequence of iteratively applying Lemma 4.1 with D being the minimal separation
between the planes in the previous open book, is the following layer subdivision lemma, which
is the analogue of [9, Lemma 8.3]. As we inductively move from one “layer” to the next, we
remove those half-planes Hi for which the following property holds: the distance between Hi

and the other half-planes Hj, j 6= i, is comparable to the minimal pairwise separation between
the half-planes of the former open book. We stop the iterative procedure as soon as we arrive at
an open book for which the minimal pairwise separation between the half-planes is comparable
to the maximal separation between the planes πi which are the extensions to its half-planes
across their common spine.

Lemma 4.2 (Layer subdivision). For all integers 2 ≤ N ≤ q and every 0 < δ ≤ 1, there
exists η = η(δ,N) > 0 such that the following holds. Let S = H1 ∪ · · · ∪ HN ∈ Bq and let
πi be the extensions of Hi across V (S). Then there exists κ ∈ N ∪ {0} and subcollections
{1, . . . , N} = I(0) ) I(1) ) · · · I(κ) with #I(κ) ≥ 2, for which the numbers

m(k) := min
i,j∈I(k):i<j

dist(Hi ∩B1,Hj ∩B1)

d(k) := max
i∈I(0)

min
j∈I(k)

dist(Hi ∩B1,Hj ∩Bj)

M(k) := max
i,j∈I(k):i<j

dist(πi ∩B1, πj ∩B1)

satisfy

(i) M(κ) =M(0),
(ii) ηM(κ) ≤ m(κ),
(iii) d(k) ≤ δm(k) and ηd(k) ≤ m(k − 1) for every 1 ≤ k ≤ κ,
(iv) m(k − 1) ≤ δm(k) for each 1 ≤ k ≤ κ.

Proof. Fix δ ∈ (0, 1]. Let Γ be as in Lemma 4.1, corresponding to δ/N in place of δ, and let
ε = (Γ + 1)−1δN−1 be the associated value of ε therein. Fix η ∈ (0, ε].

If ηM(0) ≤ m(0), set κ = 0; the conclusions (iii) and (iv) are vacuous in this case, and (i),
(ii) trivially hold. Otherwise, we inductively produce nested subcollections I(s) ⊂ I(s− 1) ⊂
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· · · ⊂ I(0), by applying Lemma 4.1 to the open book formed from the indices in I(s) with
D = m(s − 1) and δ/N in place of δ as above; keep going as long as ηM(s − 1) > m(s − 1).
Let κ be the final index when the inductive procedure terminates; clearly #I(κ) ≥ 2. Then,
by construction, clearly (ii) holds. The conclusion (4.4) of Lemma 4.1 guarantees (i). The
remaining conclusions follow entirely analogously to that in the proof of [9, Lemma 8.3], with
planes replaced by half-planes. We refer the reader to the arguments therein for the details. �

4.2. Crude graphical approximations. We are now in a position to approximate T by
multi-valued graphs over the half-planes in S, outside of a neighbourhood of V (S). We begin
with some crude approximation results. Given S = H1 ∪ · · · ∪HN ∈ Bq, recall the notation

σ(S) := min
i<j

dist(Hi ∩B1,Hj ∩B1).

We begin with the following crude splitting lemma.

Lemma 4.3 (Crude splitting). Let q,m, n, n̄ ∈ N, let ρ, η > 0 and let Q = q
2 . There exist

constants δ = δ(q,m, n, n̄, ρ, η) > 0 and ̺ = ̺(q,m, n, n̄, ρ, η) > 0 such that the following
holds. Let T,Σ and A be as in Assumption 1.9 with ‖T ‖(B4) ≤ (Q + 1

4 )ωm4m. Suppose that
2 ≤ N ≤ q and that S = H1 ∪ · · · ∪HN ∈ Bq with ∩iHi = V and

∫

B4\Bρ(V )

dist2(p,S) d‖T ‖(p) +A2 ≤ δ2σ(S)2 =: δ2σ2. (4.10)

Then the following properties hold:

(a) The sets Wi := (B4 \Bρ(V )) ∩ {dist( · ,Hi) < ̺σ} are pairwise disjoint;

(b) spt(T ) ∩B4−η \Bρ+η(V ) ⊂ ⋃iWi;

(c) T B4−η/2 \Bρ+η/2(V ) identifies with an area-minimizing integral current.

For an m-dimensional half-plane H, we abuse notation slightly by letting pH, and H⊥,
respectively denote the orthogonal projection to, and the orthogonal complement to, the m-
dimensional plane that is the extension of H. We have the following crude approximation
result, which is a consequence of Lemma 4.3 and Almgren’s strong Lipschitz approximation
theorem (see e.g. [12, Theorem 1.4]).

Proposition 4.4. Let ρ, η > 0 and let q, δ, ̺, T,Σ,A,Wi and S be as in Lemma 4.3. For
each i ∈ {1, . . . , N}, let Ωi := (B4−2η ∩ Hi) \ Bρ+η(V ), let Ωi := B4−η ∩ p−1

Hi
(Ωi) and let

Ti := T (Wi ∩Ωi). Define

Ei :=

∫

B4\Bρ(V )

dist2(p,Hi) d‖Ti‖(p).

Then there exists non-negative integers Q1, . . . , QN with
∑

iQi ≤ q for which the following
properties hold, for some γ = γ(q,m, n, n̄) > 0 and C = C(q,m, n, n̄, ρ, η) > 0:

(a) ∂Ti Ωi = 0 (as an integral current);
(b) For a suitable orientation of Hi, (pHi)♯Ti = QiJΩiK;

(c) For each q ∈ spt(Ti) ∩Ωi we have dist2(p,Hi) ≤ C(Ei +A2);
(d) For each i with Qi ≥ 1, there exist Lipschitz multi-valued maps ui : Ωi → AQi(H

⊥
i )

and closed sets Ki ⊂ Ωi with gr(ui) ⊂ Σ, Ti p−1
Hi

(Ki) = Gui p−1
Hi

(Ki), for which

‖ui‖2L∞ + ‖Dui‖2L2 ≤ C(Ei +A2) (4.11)

Lip(ui) ≤ C(Ei +A2)γ (4.12)

|Ωi \Ki|+ ‖T ‖(Ωi \ p−1
Hi

(Ki)) ≤ C(Ei +A2)1+γ ; (4.13)

(e) Qi = 0 if and only if Ti = 0;
(f) If we additionally have the reverse excess estimate

∫

B4−2η∩S\Bρ+2η(V )

dist2(p, spt(T ))dHm(p) ≤ δ2σ2,

then Qi ≥ 1 for each i.
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Remark 4.5. We will usually take η = ρ = ρ∗ where ρ∗ is a small constant depending only
on m, q as detailed in Lemma 4.6 (c.f. [9]).

Note that unlike in [9], we need not isolate the version of Proposition 4.4 in the case where
S = H1 ∪ (−H1) consists of a single plane formed from a half-plane and its reflection, since
here, there is still a canonical choice of spine and σ(S) is well-defined in this case.

The validity of Lemma 4.3 follows from Theorem 3.1, Proposition 2.1 in a similar manner
to that seen in [9, Lemma 8.5]. However, some aspects of the compactness argument in the
proof contained in [9] rely on closeness to balanced superpositions of planes meeting in an
(m − 2)-dimensional spine, in place of open books herein, which affects the behavior of the
limiting object at the spine of the cone. Thus, we repeat the relevant details here for clarity.
Meanwhile, the conclusions of Proposition 4.4 are an immediate consequence of Lemma 4.3(c)
and the proof of the analogous statement [9, Proposition 8.6]; notice that taking half-planes
in place of planes (but with σ defined for the corresponding full planes) does not affect any of
the arguments leading to these conclusions.

However, let us first state the following lemma, which is the analogue of [9, Lemma 8.8],
which gives sufficient conditions in order to guarantee that

∑
Qi = q in the conclusions of

Proposition 4.4.

Lemma 4.6. There exists ρ∗ = ρ∗(m, q) > 0 such that the following is true. Suppose that T
satisfies the assumptions of Lemma 4.3 with ρ ≤ ρ∗, let Q = q

2 , and suppose that in addition
we have either:

(a) {Θq(T, ·) ≥ Q} ∩Bε 6= ∅ for a sufficiently small ε = ε(Q,m, n, n̄); or
(b) for some C∗ > 0, ρ∗ is allowed to depend on C∗ also, and there is a closed set Ω ⊂ B4

with non-empty interior that is invariant under rotation around V (see Definition 2.8),
for which ‖T ‖(Ω) ≥ (q − 1

2 )Hm(H1 ∩ Ω) and Hm(H1 ∩ Ω) ≥ C∗.

Then, if Qi is as in Proposition 4.4 and δ is sufficiently small (with the same dependencies as
before), we have

∑

iQi = q.

We will in fact only need to apply Lemma 4.6(b) to very specific choices of Ω for which the
property Hm(H1 ∩ Ω) ≥ C∗ will hold for an appropriate choice of C∗ = C∗(q,m), meaning
that a choice of ρ∗ = ρ∗(q,m) can be made so that in the alternative (b) of Lemma 4.6, we no
longer need to make any assumptions involving C∗.

Proof of Lemma 4.3. Fix ρ, η > 0. Moreover, fix ̺ small enough (depending on m,n, ρ) to
ensure the validity of the conclusion (a). We proceed to argue by contradiction to verify (b)
and (c) for a choice of δ sufficiently small. Suppose that we have a sequence Tk, Σk and Ak as
in Assumption 1.9, together with open books Sk = Hk

1 ∪ · · · ∪Hk
N(k) ∈ Bq satisfying

(i) ‖Tk‖(B4) ≤ (Q+ 1
4 )ωm4m,

(ii) Hk
i ∩Hk

j = Vk for each i < j ≤ N(k) ≤ q,

(iii) for σk := σ(Sk) and

Ek :=

∫

B4\Bρ(V )

dist2(p,Sk)d‖Tk‖(p),

we have
Ek+A2

k

σ2
k

→ 0,

(iv) there exist pk ∈ spt(Tk) ∩ (B4−η \Bρ+η(Vk)) with dist(pk,Hi) ≥ ̺σk.

Up to rotating and extracting a subsequence, we may thus in addition assume the following:

(v) Vk ≡ V is a fixed (m− 1)-dimensional subspace and N(k) ≡ N ≤ Q is a fixed integer;
(vi) Sk converges locally in Hausdorff distance, to S = H1 ∪ · · · ∪ HN ′ ∈ Bq with 1 ≤

N ′ ≤ N and Hi ∩Hj = V for all i < j (note that if N ′ = 1 then this last condition is
vacuous);

(v) Tk converges in the mod(q) flat topology to an area-minimizing representative mod(q)
in B4, which we denote by T and which satisfies ∂T = 0mod(q);

(vi) spt(T ) ∩ (B4 \Bρ(V )) ⊂ S.
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Now, applying Theorem 3.1 to (ι0,4)♯(Tk), and in turn applying Proposition 2.1 to (ι0,4)♯(Tk)

and U = B1−η/8 \ B(ρ+η/2)/4(V ), for k sufficiently large we may identify each Tk with an

integral current in B4−η/2 \ Bρ+η/2(V ) (not relabelled); this establishes (c). Moreover, (iii)

above tells us that spt(T )∩ (B4 \Bρ(V )) ⊂ S. Applying the mod(q) version of the Constancy

Theorem (see for instance [8, Lemma 7.4]), we may conclude that there exist integers Q̃i such
that

T (B4 \Bρ(V )) =

N∑

i=1

Q̃iJHiK (B4 \Bρ(V ))

with −Q ≤ Q̃i ≤ Q. Up to changing the orientation of Bi we can assume that all the Q̃i are
non-negative. The remainder of the proof of (b) then follows via the exact same reasoning as
that of [9, Lemma 8.5], and so we omit it here and refer the reader to the argument therein. �

We have already justified Proposition 4.4, so we move onto Lemma 4.6.

Proof of Lemma 4.6. It suffices to demonstrate that in the compactness argument in the con-
tradiction proof of Lemma 4.3, the limiting mod(q) representative T , which obeys

T (B4 \Bρ(V )) =

N∑

i=1

Q̃iJHiK (B4 \Bρ(V ))

satisfies 1
2

∑

i Q̃i = Q for any ρ ≤ ρ∗(q,m) sufficiently small, when we suppose that one of the
hypotheses (a) or (b) holds.

First, note that we have from monotonicity of mass ratios and the weak convergence that
‖T ‖(B3) ≤ (Q + 1

4 )ωm3m. For sufficiently small ρ, this evidently implies that we must have
1
2

∑

i Q̃i ≤ Q. Thus, we just need to show that 1
2

∑

i Q̃i ≥ Q when we additionally suppose
one of the hypotheses (a) or (b) hold.

Note first that we can cover B3 ∩ V by Cρ−(m−1) balls of radius ρ; if we double the radius
of each ball, we may then without loss of generality assume that they cover B3 ∩Bρ(V ) also.
But then the monotonicity formula for T gives for any such ball Bi in this cover,

‖T ‖(Bi) ≤ Cρm‖T ‖(B7/2) ≤ C(q,m)ρm

and so

‖T ‖(B3 ∩Bρ(V )) ≤ Cρm · ρ−(m−1) = Cρ. (4.14)

Now consider the case (a). Taking a sequence εk ↓ 0 for the sequence of currents Tk from
the proof of Lemma 4.3, we have a sequence of points pk ∈ Bεk with Θ(Tk, pk) ≥ Q. Upper
semi-continuity of the density guarantees that the limiting current satisfies Θ(T, 0) ≥ Q, so
‖T ‖(B3) ≥ 3m · Qωm, and hence ‖T ‖(B3 \Bρ(V )) ≥ 3m · Qωm − Cρ. But then this directly
implies that

1

2

∑

i

Q̃i(3
mωm − 3m−1ω1ρ) ≥ 3m ·Qωm − Cρ

and so since the Q̃i are non-negative integers, if ρ ≤ ρ∗ = ρ∗(q,m) sufficiently small, this

evidently implies that 1
2

∑

i Q̃i ≥ Q in this case.
If instead (b) holds, then for Tk, Sk as in the proof of Lemma 4.3, we have ‖Tk‖(Ωk) ≥ (q−

1
2 )Hm(Hk

1 ∩Ωk) for each k and closed sets Ωk with non-empty interior that are invariant under
rotation around V (recall that we are assuming the latter is fixed by a rotation of coordinates).
Note that we are assuming that Tk and T are representatives mod(q). Again, recall that we
can apply [8, Proposition 5.2] to conclude the weak-∗ convergence of the masses ‖Tk‖ to ‖T ‖.
Since Hm(Hk

1 ∩Ωk) ≥ C∗, we may pass to a subsequence to ensure that Hm(Hk
1 ∩Ωk) → C̃∗ ∈

[C∗, 4mωm]. Combining this with the structure of T and the rotational invariance of Ω about
V , we get

(q − 1
2 )C̃∗ ≤ lim

k→∞
‖Tk‖(Ωk) ≤ lim

k→∞
‖Tk‖(Ωk \Bρ(V )) + Cρ ≤

N∑

i=1

Q̃iC̃∗ + Cρ.
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Note that in the second inequality we use a mass bound analogous to the one in (4.14), which
one may observe still holds for Tk in Ωk ∩ Bρ(V ) since Ωk is closed and contained in B4.

Thus, as
∑N

i=1 Q̃i is an integer, provided ρ ≤ ρ∗ = ρ∗(q,m,C∗) is sufficiently small, we get a
contradiction and thus complete the proof. �

Before providing a more refined Lipschitz approximation result, we have the following useful
lemma, which is a consequence of the preceding results in this section.

Lemma 4.7. Let δ̄ > 0. Suppose that T , Σ and A are as in Assumption 1.9, let S =
H1 ∪ · · · ∪HN ∈ Bq for N ≥ 2, and let V = V (S). Then there exist C = C(q,m, n, n̄) > 0,
C̄ = C̄(q,m, n, n̄, δ̄) > 0 and ε3 = ε3(q,m, n, n̄, δ̄) > 0 such that the following holds. Suppose
that

A2 ≤ ε23E(T,S,B1) ≤ ε43E
p(T,B1).

Then there exists S′ = Hi1 ∪ · · · ∪Hik ∈ Bq(0) for a subcollection {i1, . . . , ik} ⊂ {1, . . . , N}
with k ≥ 2, such that

(a) C−1Ep(T,B1) ≤ ζ(S)2 = ζ(S′)2 ≤ CEp(T,B1);
(b) E(T,S′,B1) ≤ C̄E(T,S,B1);

(c) dist2(S ∩B1,S
′ ∩B1) ≤ CE(T,S,B1).

(d) A2 + E(T,S′,B1) ≤ δ̄2σ(S′)2.

Proof. Let us begin with the conclusion (a). In proving this, we will also show (d) as a
byproduct. First of all, since

Ep(T,B1) ≤ CÊ(T,S,B1) + Cζ(S)2 ≤ Cε23E
p(T,B1) + Cζ(S)2,

for some constant C = C(m,n) > 0, the bound

Ep(T,B1) ≤ C̄ζ(S)2 (4.15)

follows immediately for C̄ = C̄(m,n) > 0, provided that ε3 is below a sufficiently small
dimensional constant, which in turn yields

E(T,S,B1) ≤ C̄ε23ζ(S)
2.

Now fix δ > 0, to be determined later, and let Γ = Γ(δ,N) be as in the Pruning Lemma
4.1. Consequently, let ε3 = C̄−1/2(1 + Γ)−1/2δ. Thus, letting D := E(T,S,B1)

1/2, this
choice of D satisfies the hypotheses of the Pruning Lemma. Hence, applying the lemma gives
a subcollection I = {i1, . . . , ik} ⊂ {1, . . . , N} satisfying the properties stated therein. Let
S′ := Hi1 ∪ · · · ∪Hik and let πij denote the m-dimensional planes that are the extensions of
the half-planes Hij by reflection across V . Since ζ(S) = ζ(S′), to conclude (a) it suffices to
demonstrate that

ζ(S′)2 ≤ CEp(T,B1), (4.16)

for C = C(q,m, n, n̄) > 0. First of all, given an arbitrary m-dimensional plane ̟, observe that
there must exist a plane πij corresponding to some half-plane Hij in S′, which up to relabelling
we may assume is π1, with

dist(π1 ∩B1, ̟ ∩B1) ≥
1

2
ζ(S′).

It follows that there exists p ∈ π1, r = r(m,n) > 0 and C = C(m,n) > 0 such that Br(p) ⊂
B3/4 \B1/4(V ) and

dist(x,̟) ≥ C−1ζ(S′) ∀x ∈ Br(p, π1); (4.17)

see the proof of (d) of [9, Proposition 9.1] for the details. We will now proceed to pass this to
an analogous estimate for x ∈ Br(p) ∩ spt(T ).

Now, for a choice of ε3 > 0 sufficiently small (with the claimed dependencies), we claim that
we may apply Lemma 4.3 and Proposition 4.4 to T0,4 and S′, with η = ρ = 1

32 . Indeed, (4.3)
tells us that

E(T,S,B1) + max
j

min
i∈I

dist2(Hi ∩B1,Hj ∩B1) ≤ 2δ2σ(S′)2. (4.18)
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Thus, for C = C(q,m) > 0 we have

Ê(T,S′,B1) ≤ 2Ê(T,S,B1) + Cmax
j

min
i∈I

dist2(Hi ∩B1,Hj ∩B1) ≤ Cδ2σ(S′)2. (4.19)

On the other hand, since Ê(S′, T,B1) ≤ Ê(S, T,B1), (4.18) gives

Ê(S′, T,B1) ≤ 2δ2σ(S′)2.

In summary, we have demonstrated that

E(T,S′,B1) ≤ Cδ2σ(S′)2.

On the other hand, the assumption A2 ≤ ε23E(T,S,B1) combined with (4.18) yields

A2 ≤ 2ε23δ
2σ(S′)2.

Thus, the hypothesis (4.10) of Lemma 4.3 indeed holds with parameter δ̄ (previously denoted
δ therein), for a suitably small choice of δ = δ(q,m, n, n̄, δ̄) > 0. This is exactly the conclusion
(d). Recall that this in turn determines how small we must take ε3.

In particular, by Proposition 4.4(f) and (c), for ̺ > 0 as in Lemma 4.3 and a choice of
C = C(q,m, n, n̄) > 0, the current

T ′ := T Br(p) ∩ {dist(·, π1) ≤ ̺σ(S′)}
is non-zero and satisfies

dist(x, π1) ≤ CÊ(T,S′,B1)
1/2 + CA ≤ Cε23ζ(S

′) ∀x ∈ spt(T ′),

where the final estimate is a consequence of (4.15). Combining this with (4.17), we deduce
that, up to possibly further decreasing ε3 (still with the same dependencies), we have

dist(x,̟) ≥ C−1ζ(S′) ∀x ∈ spt(T ′),

as desired. We now square this and integrate with respect to d‖T ′‖. When combined with the
monotonicity formula for mass ratios (as T ′ 6= 0), this yields the desired conclusion (4.16).

Now let us demonstrate the conclusion (b). Notice that (4.2) from the conclusions of the
pruning lemma, together with the first inequality in (4.19), in fact yields

Ê(T,S′,B1) ≤ 2Ê(T,S,B1) + CΓ2E(T,S,B1).

Once again combining this with the observation that Ê(S′, T,B1) ≤ Ê(S, T,B1), we conclude
(b). Meanwhile, conclusion (c) follows immediately from (4.2) in the pruning lemma. �

4.3. Refined graphical approximations. We are now in a position to carry out a more
refined graphical approximation procedure, analogous to that in [9, Section 8.5]. We begin
with the following assumption that will be used throughout this section.

Assumption 4.8. Let q, n, n̄ ∈ N, m ∈ N≥2 and let Q = q
2 . Suppose that T , Σ and A satisfy

Assumption 1.9 with T (B4) ≤ (Q+ 1
4 )ωm. Let S = H1 ∪ · · · ∪HN ∈ Bq \ P with 2 ≤ N ≤ q

and let V = V (S) denote the spine of S. Let πi denote the m-dimensional plane which is the
extension of Hi as before. For a sufficiently small choice of ε = ε(q,m, n, n̄) > 0, whose choice
will be determined in Assumption 4.10 below, smaller than the ε-threshold in Theorem 3.1 for
appropriate choices of ̺, η, ρ therein, suppose that we have the two-sided excess bound

E(T,S,B4) +A2 ≤ ε2σ(S)2. (4.20)

4.3.1. Whitney decomposition. We begin by setting up a family of dyadic cubes in the spine
V , which will in turn be used to define a Whitney decomposition towards V . The procedure
is completely analogous to that in [9, Section 8.5] and we adopt the notation and terminology
therein. We recall the latter here for clarity. Let L0 be the (m − 1)-dimensional closed unit
cube contained in V of side length 2√

m−1
centered at the origin. Let R denote the “punctured

cylinder”

R := {p : pV (p) ∈ L0, 0 < |pV ⊥(p)| ≤ 1}.
For each ℓ ∈ N, let Gℓ be the family of (m−1)-dimensional dyadic closed cubes that are formed

by subdividing L0 into 2ℓ(m−1) cubes of side length 2−(ℓ−1)
√
m−1

with mutually disjoint interiors;
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note that Gℓ+1 ⊂ Gℓ. Let G :=
⋃

ℓ Gℓ. We will denote by L the cubes in G, and if needed,
we will write ℓ(L) for the integer ℓ such that L ∈ Gℓ. Given L ∈ Gℓ, we refer to the unique
L′ ∈ Gℓ−1 with L ⊂ L′ as the parent of L, while L is called a child of L′. In general, any H ∈ G
with L ⊂ H will be referred to as an ancestor of L, and L is then said to be a descendent of
H (note that L is therefore an ancestor and descendent of itself). Given L ∈ Gℓ, define

R(L) := {p : pV (p) ∈ L, 2−ℓ−1 ≤ |pV ⊥(p)| ≤ 2−ℓ}.
For L ∈ Gℓ, we denote its center by yL ∈ V and we let B(L) denote the ball B22−ℓ(L)(yL) and
we let Bh(L) := B(L) \ Bρ∗2−ℓ(L)(V ), where ρ∗ is the constant from Lemma 4.6. Moreover,

given λ ∈ [1, 32 ] and L ∈ Gℓ, we will denote by λL the (m− 2)-dimensional subcube of V that

is concentric cube to L but with side length λ2−(ℓ−1)
√
m−1

, while λR(L) is defined by

λR(L) := {p : pV (p) ∈ λL, λ−12−(ℓ+1) ≤ |pV ⊥(p)| ≤ λ2−ℓ}.
For each half-plane Hi, we in turn let

Li := R(L) ∩Hi, λLi := λR(L) ∩Hi.

At the risk of abusing terminology, when referring to the interior of Li, we implicitly mean the
relative interior within V .

Indeed the above construction yields a Whitney decomposition for the collection {R(L) :
L ∈ G}:
Lemma 4.9 ([9, Lemma 8.11]). For G as constructed above, the following properties hold.

(i) Given any pair of distinct L,L′ ∈ G the interiors of R(L) and R(L′) are pairwise
disjoint and R(L) ∩ R(L′) 6= ∅ if and only if L ∩ L′ 6= ∅ and |ℓ(L)− ℓ(L′)| ≤ 1, while
the interiors of L and L′ are disjoint if ℓ(L) ≤ ℓ(L′) and L′ is not an ancestor of L.

(ii) The union of R(L) ranging over all L ∈ G is the whole set R.
(iii) The diameters of the sets L, R(L), λL, λR(L), Li, λLi, and Bh(L) are all comparable

to 2−ℓ(L) and, with the exception of L, λL, all comparable to the distance between an
arbitrarily element within them and V ; more precisely, any such diameter and distance
is bounded above by C2−ℓ(L) and bounded below by C−12−ℓ(L) for some constant C
which depends only on m, n and q.

(iv) There is a constant C = C(m,n, q) such that, if Bh(L) ∩ Bh(L′) 6= ∅, then |ℓ(L) −
ℓ(L′)| ≤ C and dist(L,L′) ≤ C2−ℓ(L). In particular, for every L ∈ G, the subset
of L′ ∈ G for which Bh(L) and Bh(L′) have nonempty intersection is bounded by a
constant.

(v)
∑

L∈Gℓ
Hm−1(L) = C(m) for any ℓ and therefore, for any κ > 0,

∑

L∈G
2−(m−1+κ)ℓ(L) ≤ C(κ,m) . (4.21)

The proof of this is elementary and so we leave the details to the reader.

4.3.2. Layers and selection of parameters. In order to build more refined graphical approxima-
tions for our final blow-up procedure, we proceed as follows. Let δ̄ ∈ (0, 1] (determined below
in Assumption 4.10). For S as in Assumption 4.8, apply Lemma 4.2 to produce a nested family
of sub-cones S = S0 ⊃ S1 ⊃ · · · ⊃ Sκ, where Sk :=

⋃

j∈I(k) Hj . Now we define κ̄ as follows,

distinguishing between two possibilities:

(a) if maxi,j∈I(κ):i<j dist(πi ∩B1, πj ∩B1) < δ̄, let Sκ+1 ∈ Bq consist of a single plane πi0
for i0 ∈ I(κ) and let κ̄ = κ+ 1;

(b) if maxi,j∈I(κ):i<j dist(πi ∩B1, πj ∩B1) ≥ δ̄, let κ̄ = κ.

Let us now outline our selection of parameters herein.

Assumption 4.10 (Hierarchy of parameters). Let δ∗ = δ∗(q,m, n, n̄) > 0 be the minimum of
the parameters δ in Lemma 4.3 and Lemma 4.6 applied to all sub-cones S′ ⊂ S. Given a small
constant c = c(q,m, n, n̄) > 0 (to be determined in Lemma 4.12), fix τ = τ(q,m, n, n̄) ∈ (0, cδ∗]
and consequently fix δ̄ = δ̄(q,m, n, n̄) ∈ (0, cτ ]. Finally, fix ε = ε(q,m, n, n̄, δ∗, δ̄) ∈ (0, cδ̄].
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4.3.3. Regions and local approximations. We are now in a position to construct sub-regions of
R which will determine which sub-cone Sk we locally construct graphical approximations for
T over. The set up is entirely analogous to that in [9, Section 8.5.3], but we re-introduce it
here for the purpose of clarity.

Given L ∈ G and k ∈ {0, . . . , κ̄}, let

E(L, k) := 2(m+2)ℓ(L)

∫

Bh(L)

dist2(p,Sk)d‖T ‖(p),

and

s(k) := min
i,j∈I(k):i<j

dist(Hi ∩B1,Hj ∩B1).

Definition 4.11. Let L ∈ G. We say that:

(i) L is an outer cube if E(L′, 0) ≤ τ2s(0)2 for every ancestor L′ of L (including L itself).
(ii) L is a central cube if it is not an outer cube and if mink E(L′, k)/s(k)2 ≤ τ2 for every

ancestor L′ of L (including L).
(iii) L is an inner cube if it is neither an outer nor a central cube, but its parent is an outer

or a central cube.

The corresponding families of cubes will be denoted by Go, Gc, and Gin, respectively. Observe
that any cube L ∈ G is either an outer cube, or a central cube, or an inner cube, or a descendant
of an inner cube.

We correspondingly define three subregions of R:

• The outer region, denoted Ro, is the union of R(L) for L varying over elements of Go.
• The central region, denoted Rc, is the union of R(L) for L varying over elements of Gc.
• The inner region, denoted Rin, is the union of R(L) for L ranging over elements of G
which are neither outer nor central cubes, or equivalently ranging over L ∈ Gin and
their descendants.

We refer the reader to [9, Figure 2] for a depiction of the regions defined above. Let us begin
with the following key lemma.

Lemma 4.12. There exists c = c(q,m, n, n̄) > 0 such that the following holds. Suppose that
T and S satisfy Assumption 4.8 and suppose that the parameters δ̄, δ∗, τ and ε are fixed as
in Assumption 4.10 (arbitrarily) with this choice of c. Then

(i) L0 ∈ Go and for any ℓ ∈ N there exists c̄ = c̄(q,m, n, n̄, τ, ℓ) > 0 such that if ε ≤ c̄ then
Gℓ ⊂ Go;

(ii) For each L ∈ Gc there exists k(L) ∈ {0, . . . , κ̄} such that for each k ∈ {k(L), . . . , κ̄} we
have

E(L, k) ≤ τ2s(k)2, (4.22)

while for each k ∈ {0, . . . , k(L)− 1} we have

E(L, k) > τ2s(k)2; (4.23)

(iii) For each L ∈ Go, (4.22) holds for every k ∈ {0, . . . κ̄} (and so we define k(L) = 0 for
such L), while for each L ∈ Gin, (4.23) holds for every k ∈ {0, . . . , κ̄};

(iv) There exists C̄ = C̄(q,m, n, n̄, δ̄, δ∗, τ) > 0 such that

E(L, k(L)) ≤ C̄E(L, 0) ∀L ∈ Gc, (4.24)

1 ≤ C̄E(L, 0) ∀L ∈ Gin; (4.25)

(v) For each L ∈ Go, one may apply Proposition 4.4 with η = ρ = 1
32 to the rescaled current

TyL,2−ℓ(L) and the open book S0, while for each L ∈ Gc one may apply Proposition 4.4
to TyL,2−ℓ(L) and the open book Sk(L).

For simplicity we will henceforth adopt the notation E(L) := E(L, k(L)) for L ∈ Go ∪ Gc.
The proof of this is completely analogous to that of [9, Lemma 8.14], with the application of
Lemma 8.1 therein replaced with Lemma 4.2, and the application of Propositions 8.6 and 8.9
therein replaced with Proposition 4.4. The only minor modification to the argument verifying
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the validity of (iv) involves the fact that now we do not have a case where I(κ̄) consists of
a single element. Instead, we have the possibility that the alternative (a) above holds for κ̄,
implying that Sκ̄ = πi0 for some m-dimensional plane πi0 . Thus, in this case we trivially have
s(κ̄) = 1 ≥ δ. We thus omit the details here.

We are now in a position to use Lemma 4.12(v) to construct Lipschitz approximations for
TyL,2−ℓ(L) in (B2 \ B̄2ρ∗(V )) ∩ Sk(L) for all cubes L ∈ Go ∪ Gc. Letting

Ω(L) := (B21−ℓ(L)(yL) \ B̄ρ∗21−ℓ(L)(V )) ∩ Sk(L),

and Ωi(L) := Ω(L) ∩Hi for i ∈ I(k(L)), this yields corresponding local QL,i-valued Lipschitz
approximations uL,i for T over Ωi(L). We recall the notation for the sets Ωi = B127/32 ∩
p−1
Hi

(Ωi) for i ∈ I(k(L)) from Proposition 4.4 (recall η = ρ∗), as well as the closed sets Ki

therein, which now depend also on L, so we denote them by KL,i. We in turn let

Ωi(L) := 2−ℓ(L)Ωi + yL, Ki(L) := 2−ℓ(L)KL,i + yL.

Note that although all of the above are defined only for indices i ∈ I(k(L)) for a given cube
L ∈ G, we may extend this to all indices i ∈ {1, . . . , N} by simply setting QL,i = 0 for
i /∈ I(k(L)). The following proposition describes the key properties of the local graphical
approximations uL,i.

Proposition 4.13. Let T , Σ and S be as in Assumption 4.8. Suppose that the parameters
δ̄, δ∗, τ and ε are as in Lemma 4.12 and that γ is as in Proposition 4.4. Then there exists
λ = λ(m) ∈ (1, 32 ] and C̄ = C̄(q,m, n, n̄, δ∗) > 0 (but not depending on δ̄, τ or ε) for which the
following holds:

(i) For each i ∈ {1, . . . , N}, we have QL,i = QL′,i for any L,L′ ∈ Go;

(ii)
∑N

i=1QL,i = q for every L ∈ Go ∪ Gc;
(iii) For each L ∈ Go ∪ Gc we have spt(T ) ∩ λR(L) ⊂ ⋃iΩi(L) and

22ℓ(L)|p− pαi(p)|2 ≤ C̄(E(L) + 2−2ℓ(L)A2) ∀p ∈ spt(T ) ∩Ωi(L); (4.26)

(iv) For each L ∈ Go ∪ Gc and i ∈ {1, . . . , N}, the currents

TL,i := T Ωi(L) ∩ {dist(·,Hi) < C̄2−ℓ(L)(E(L) + 2−2ℓ(L)A2)1/2}
satisfy

TL,i p−1
Hi

(Ki(L)) = GuL,i p−1
Hi

(Ki(L)),

while gr(uL,i) ⊂ Σ and

22ℓ(L)‖uL,i‖2C0 + 2mℓ(L)‖DuL,i‖2L2 ≤ C̄(E(L) + 2−2ℓ(L)A2); (4.27)

Lip(uL,i) ≤ C̄(E(L) + 2−2ℓ(L)A2)γ ; (4.28)

|Ωi(L) \Ki(L)|+ ‖TL,i‖(Ωi(L) \ p−1
Hi

(Ki(L))) ≤ C̄2−mℓ(L)(E(L) + 2−2ℓ(L)A2)1+γ . (4.29)

(v) For each L ∈ Go ∪ Gc, we have Θ(T, ·) ≤ maxiQL,i +
1
2 in λR(L). In particular, when

L ∈ Go, the density satisfies Θ(T, ·) ≤ q−1
2 .

The proof of this is entirely analogous to that of [9, Lemma 8.15], replacing the application
of [9, Lemma 8.5], [9, Proposition 8.6] (or [9, Proposition 8.9]), [9, Lemma 8.8] and [9, Lemma
8.14] therein with Lemma 4.3, Proposition 4.4, Lemma 4.6 and Lemma 4.12 respectively.
Furthermore, the application of [9, Lemma 8.16] therein is replaced with the following lemma,
which is its analogue here.

Lemma 4.14. Under the assumptions of Lemma 4.12, consider L ∈ Go ∪ Gc, let U ⊂ λR(L)
for λ as in Proposition 4.13 be a set invariant under rotations around V whose cross-sections
Ui = U ∩Hi are Lipschitz open sets or the closures of Lipschitz open sets, and let

Ũ =
⋃

i

{p : pHi(p) ∈ Ui and |p− pHi(p)(p)| ≤ C̄2−ℓ(L)(E(L) + 2−2ℓ(L)A2)1/2},

for C̄ as in Proposition 4.13. Then

‖T ‖(U \ Ũ) + ‖T ‖(Ũ \ U) ≤ C
(

E(L) + 2−2ℓ(L)A2
)

2−ℓ(L)Hm−1(∂Ui)
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+ C2−mℓ(L)
(

E(L) + 2−2ℓ(L)A2
)1+γ

(4.30)

where γ is as in Proposition 4.4 and C depends on q,m, n, n̄, δ̄ and the Lipschitz regularity of
the boundary of 2ℓ(L)Ui.

The proof is exactly the same of [9, Lemma 8.16]. Note indeed that it suffices to replace the
inductive hypothesis (A) in the argument of [9] with the following analogue:

(A) If
∑

iQL′,i = q for L′ ∈ Gc ∪ Go, then
∑

iQL,i = q for every child L ∈ Gc ∪ Go of L′.

4.4. Coherent outer approximation and first blow-up. Let us now construct a single
multi-valued approximation defined over

⋃

i Li for cubes L ∈ Go, from the local Lipschitz
approximations in Proposition 4.13. We begin by introducing the following notation.

Definition 4.15. Let T , Σ and S be as in Assumption 4.8. Let L ∈ Go. Then we define

N (L) := {L′ ∈ Go : R(L) ∩R(L′) 6= ∅},
and

Ē(L) := max{E(L′) : L′ ∈ N (L)}.
Moreover, for each i ∈ {1, . . . , N}, let

Ro
i :=

⋃

L∈Go

Li ≡ Hi ∩
⋃

L∈Go

R(L).

We are now in a position to state the coherent outer approximation result, which follows
from Proposition 4.13 in the same way as [9, Proposition 8.19] follows from [9, Proposition
8.15].

Proposition 4.16 (Coherent outer approximation). Let T , Σ, A and S be as in Assumption
4.8, let TL,i be as in Proposition 4.13, let γ be as in Proposition 4.4 and let Qi := QL0,i for
i ∈ {1, . . . , N} . Then there exist Lipschitz maps ui : Ro

i → AQi(H
⊥
i ) and closed subsets

K̄i(L) ⊂ Li such that

(i) gr(ui) ⊂ Σ and TL,i p−1
Hi

(K̄i(L)) = Gui p−1
Hi

(K̄i(L)) for each L ∈ Go;

(ii) One has estimates analogous to (4.27)-(4.29), namely

22ℓ(L)‖ui‖2C0(Li)
+ 2mℓ(L)‖Dui‖2L2(Li)

≤ C̄(E(L) + 2−2ℓ(L)A2); (4.31)

Lip(ui) ≤ C̄(E(L) + 2−2ℓ(L)A2)γ ; (4.32)

|Li \ K̄i(L)|+ ‖TL,i‖(p−1
Hi

(Li \ K̄i(L))) ≤ C̄2−mℓ(L)(E(L) + 2−2ℓ(L)A2)1+γ . (4.33)

We may now collect together the local estimates in Proposition 4.16 to yield a global Dirichlet
energy estimates on Ri for the maps ui, which are key for our final blow-up procedure. The
proof is exactly the same as that for [9, Proposition 8.20]; note that [12, Theorem 2.6] still
applies here since the maps ui are AQi -valued (rather than special Q-valued), and T Ro

identifies with an integral current without boundary.

Proposition 4.17 (First blow-up). Let T , Σ, A and S be as in Assumption 4.8. Let the
parameters δ̄, δ∗, τ and ε be fixed as in Lemma 4.12. Then for every σ, ς > 0 there exist
C = C(q,m, n, n̄, δ∗, δ̄, τ) > 0 and ε = ε(q,m, n, n̄, δ∗, δ̄, τ, σ, ς) > 0 such that

(i) We have the inclusion R \Bσ(V ) ⊂ Ro;
(ii) The maps ui in Proposition 4.16 satisfy

∫

Ri

|Dui|2 ≤ C(σ−2Ê(T,S,B4) +A2), (4.34)

where Ri := (R \Bσ(V )) ∩Hi;

(iii) If in addition A2 ≤ ε2Ê(T,S,B4) then for the normalizations vi := Ê(T,S,B4)
−1/2ui,

there exist Dir-minimizing maps wi : Ri → AQi(H
⊥
i ) with

dW 1,2(vi, wi) ≤ ς,

for the W 1,2-distance dW 1,2 as in [11].
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Note that the constant C in Proposition 4.17 is independent of σ and ς . Moreover, the
estimate (4.34) is suboptimal since it blows up near the spine of S; we will proceed to improve
it to a σ-independent estimate in Section 8.

5. Reduction of Theorem 1.10

Here, we reduce Theorem 1.10 to a weaker decay result, which concludes that the decay
to a new (m − 1)-invariant cone occurs at one of two possible scales; see Theorem 5.1 below.
This type of “multi-scale excess decay” naturally arises in our setting when the cones could
be degenerating, and has been used in other such contexts (see [19, 21, 25]). First of all, recall
that for an open book S = H1 ∪ · · · ∪HN ∈ Bq, with πi the m-dimensional planes that are
the extensions of Hi as before, we denote

σ(S) := min
i<j

dist(Hi ∩B1,Hj ∩B1), ζ(S) := max
i<j

dist(πi ∩B1, πj ∩B1).

Theorem 5.1. Let q,Q,m, n, n̄ be as in Assumption 4.8 and fix ς1 > 0. Then there exist
ε1 = ε1(q,m, n, n̄, ς1) ∈ (0, 12 ] and r̄i = r̄i(q,m, n, n̄, ς1) ∈ (0, 12 ] for i = 1, 2, such that the
following holds. Suppose that

(i) T and Σ are as in Assumption 1.9;
(ii) ‖T ‖(B1) ≤ (Q + 1

4 )ωm;
(iii) There exists an open book S ∈ Bq(0) with

E(T,S,B1) ≤ ε21σ(S)
2; (5.1)

(iv) A2 ≤ ε21E(T, S̃,B1) for each S̃ ∈ Bq(0).

Then there exists an open book S′ ∈ Bq(0) \ P(0) such that for some i ∈ {1, 2} we have

E(T,S′,Br̄i) ≤ ς1E(T,S,B1). (5.2)

In order to prove that Theorem 5.1 implies Theorem 1.10, we first require the following
intermediate proposition. First of all the latter allows us to reduce the hypothesis (1.2) to the
one in (5.1), up to removing some of the half-planes in S: such an operation may increase the
L2 conical excess but by no more than a dimensional constant. Secondly, in Proposition 5.2
the decay is achieved at one of finitely many scales. This can be compared with the reduction
from [9, Theorem 10.2] to [9, Proposition 10.3].

Proposition 5.2. Let q, n, n̄ ∈ N, let m ∈ N≥2 and let Q = q
2 . Let N̄ = q(q − 1) and fix

ς2 > 0. Then there exist ε2, r1, . . . , rN̄ ≤ 1
2 , depending on q,m, n, n̄, ς, such that the following

holds. Suppose that T , Σ and A are as in Theorem 1.10 with ε2 in place of ε0, namely:

(i) T , Σ and A are as in Assumption 1.9;
(ii) ‖T ‖(B1) ≤ (Q + 1

4 )ωm;
(iii) There exists S ∈ Bq(0) \ P(0) with

E(T,S,B1) ≤ ε22E
p(T,B1);

(iv) A2 ≤ ε22E(T, S̃,B1) for each S̃ ∈ Bq(0).

Then there exists S′ ∈ Bq(0) \ P(0) and an index i ∈ {1, . . . , N̄} such that

E(T,S′,Bri) ≤ ς2E(T,S,B1). (5.3)

Proof of Proposition 5.2 from Theorem 5.1. Fix S = H1∪· · ·∪HN ∈ Bq(0)\P(0). We argue
in the spirit of that in [9, Section 10]. Fix k ∈ {3, . . . , q}, and for s > 0 define ε(k)(s) > 0,

r
(k)
i (s) > 0 as follows:

• Take q = k and ς1 = s in Theorem 5.1 and let ε(k)(s) := ε1(k,m, n, n̄, s) and r
(k)
i (s) :=

ri(k,m, n, n̄, s) be the corresponding parameters therein, for i = 1, 2.

Note that k characterizes the number of half-planes in a given open book, while s characterizes
the factor by which the two-sided L2 conical excess decays as in Theorem 5.1.

We start observing that, an elementary argument (c.f. [9, Proof of Proposition 10.3]) shows
the existence of a constant C† = C†(m,n, n̄) > 0 such that

Ep(T,B1) ≤ C†ζ(S)2 . (5.4)
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In particular we can conclude that Theorem 5.1 can be immediately applied when N = 2

provided ε2 ≤ ε1/
√
C†, because for N = 2 we trivially have ζ(S) ≤ σ(S). Thus, we may

assume that N ≥ 3. Moreover, we may assume that

E(T,S,B1) > ε(N)(ς2)
2σ(S)2. (5.5)

Indeed, otherwise, as long as ε2 ≤ ε(N)(ς2), we may apply Theorem 5.1.
Let us now proceed to prune S, following an argument analogous to that for the Pruning

Lemma (Lemma 4.1).
Observe that, because of (5.4) and (5.5), we have

σ(S)2 < ε(N)(ς2)
−2E(T,S,B1) ≤ ε22ε

(N)(ς2)
−2Ep(T,B1) ≤ C†ε22ε

(N)(ς2)
−2ζ(S)2 .

In particular, if ε2 is small enough,

σ(S) < ζ(S) . (5.6)

Up to relabelling the indices, we can assume that

σ(S) = dist(H1 ∩B1,H2 ∩B1) .

Now let

ζ(S) = dist(πi∗ ∩B1, πj∗ ∩B1) ,

where πi is the m-dimensional plane containing Hi. Obviously {i∗, j∗} 6= {1, 2}, otherwise we
would have ζ(S) ≤ σ(S) < ζ(S). We can therefore without loss of generality assume that
i∗, j∗ ≥ 2.

Now let SN−1 := H2 ∪ · · · ∪ HN denote the open book with the half-plane H1 removed.
This satisfies V (SN−1) = V (S) and since i∗, j∗ 6= 1, we have ζ(S) = ζ(SN−1). Moreover, by
(5.5) we have

dist2(S ∩B1,SN−1 ∩B1) = σ(S)2 ≤ ε(N)(ς2)
−2E(T,S,B1).,

which in turn yields

E(T,SN−1,B1) ≤ C0(1 + ε(N)(ς2)
−2)E(T,S,B1),

for C0 = C0(q,m, n, n̄) > 0.
We then proceed as in the proof of [9, Proposition 10.3]. In particular we define the constants

C∗
0 = 1 and C∗

j = C0

(
C∗

j−1 + ε(N−(j−1))(ς2/C
∗
j−1)

−2
)
for 1 ≤ j ≤ N − 2 and produce cones

SN−1,SN−2, . . . ,SN−k by removing at each step a half plane from SN−j to produce SN−j−1.
This is done as long as at the step j we cannot apply Theorem 5.1 to the cone SN−j with
decay ς2/C

∗
j , namely as long as

E(T,SN−j ,B1) > ε(N−j)(ς2/C
∗
j )

2σ(SN−j)
2. (5.7)

In particular k is the first step at which (5.7) fails. For the moment we assume that we have
shown that at each intermediate step j (i.e. at each step for which (5.7) holds for j and for all
smaller indices) we have

σ(SN−j) < ζ(SN−j) , (5.8)

so that our algorithm produces at step j a cone SN−j−1 with ζ(SN−j−1) = ζ(SN−j) = ζ(S)
(we will justify (5.8) momentarily). Incidentally, showing (5.8) also proves that the procedure
stops necessarily after at most N − 2 steps, because (5.8) cannot be valid when the cone in
question consists of two halfplanes.

Given that the procedure stops after at most N − 2 steps, it yields a collection of radii

rN,N
1 , rN,N

2 , rN,N−1
1 , rN,N−1

2 , . . . , rN,2
1 , rN,2

2

for which the conclusion of Proposition 5.2 must hold, where rN,N−k
1 , rN,N−k

2 are the two radii
given by Theorem 5.1 applied to a cone with N − k halfplanes when imposing a decay factor
ς2/C

∗
j . As N ranges over the collection {2, . . . , q}, we obtain q(q − 1) possible radii in total.

We omit the details here, and instead refer the reader to the argument within the proof of
[9, Proposition 10.3].
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It now remains to check that (5.8) holds. We claim that this is guaranteed if we impose the
smallness condition

ε22 ≤ min
j

[

(C†C∗
j )

−1ε(N−j)(ςj/C
∗
j )

2
]

. (5.9)

Indeed let us argue by contradiction and assume that j is the first step at which (5.8) fails (we
already argued that (5.8) holds for j = 0). In particular since it held at all the steps prior to
j, we know that ζ(S) = ζ(SN−j). Observe moreover that, as argued in [9, Proposition 10.3],
we have the inequality

E(T,SN−j,B1) ≤ C∗
j E(T,S,B1) .

In particular, combining the last two pieces of information with (5.4) and (5.7), we get

ζ(S)2 = ζ(SN−j)
2 ≤ σ(SN−j)

2 < ε(N−j)(ς2/C
∗
j )

−2E(T,SN−j ,B1)

≤ C∗
j ε

(N−j)(ς2/C
∗
j )

−2E(T,S,B1)

≤ C∗
j ε

(N−j)(ς2/C
∗
j )

−2ε22E
p(T,B1)

≤ C†C∗
j ε

(N−j)(ς2/C
∗
j )

−2ζ(S)2

≤ ζ(S)2 ,

which is a contradiction. �

The proof of Theorem 1.10 assuming the validity of Proposition 5.2 now follows by analogous
reasoning to that in [9, Section 10]. However, for the purpose of clarity, we repeat the parts of
the argument that have minor differences due to our cones being open books here. We begin
with some intermediate results which will be needed. The first is the following analogue of
[9, Corollary 10.4], which is a consequence of the Pruning Lemma (Lemma 4.1) and Proposition
4.13, which allows us to control the two-sided conical excess at smaller scales comparable to
1. The proof is exactly the same as that in [9], only without the requirement of balancing the
open book, and with Lemma 4.1, Lemma 4.12 and Proposition 4.13 used in place of [9, Lemma
8.2, Lemma 8.14, Proposition 8.15] respectively. We therefore omit the proof here.

Lemma 5.3. Assume that T̃ , Σ̃ and Ã = A(Σ̃) satisfy Assumption 1.9 and let q,Q,m, n, n̄

be as in Assumption 4.8. Let S̃ ∈ Bq(0) \ P(0) and let r̄ ∈ (0, 1]. Then there exist ε̃ =

ε̃(q,m, n, n̄, r̄) > 0 and C̃ = C̃(q,m, n, n̄, r̄) > 0 such that the following holds. Suppose that

E(T̃ , S̃,B1) ≤ ε̃2Ep(T̃ ,B1)

and
Ã2 ≤ ε̃2E(T̃ , S̄,B1) ∀S̄ ∈ B

q(0).

Then there exists S′ ∈ Bq(0) \ P(0) with

E(T̃ ,S′,Br) ≤ C̃E(T̃ , S̃,B1) ∀r ∈ [r̄, 1]. (5.10)

Furthermore, we have the following analogue of [9, Lemma 10.5].

Lemma 5.4. Let r̄ ∈ (0, 12 ] and ε2 ∈ (0, 1). There exists ε0 = ε0(q,m, n, n̄, r̄, ε2) > 0 such
that the following holds. Suppose that T , Σ, A and S satisfy the hypotheses of Theorem 1.10
with this choice of ε0. Then for each r ∈ [r̄, 12 ] the following holds. Suppose that there exists
Sr ∈ Bq(0) with

(i) E(T,Sr,Br) ≤ E(T,S,B1),
(ii) r2A2 ≤ ε20 inf{E(T,S′,Br) : S

′ ∈ Bq(0)}.
Then the rescalings T0,r, Σ0,r and Sr also satisfy the hypotheses of Theorem 1.10 (with ε2 in
place of ε0 therein).

Proof. We argue analogously to that in the proof of [9, Lemma 10.5], only now in our compact-
ness argument, we use the Lipschitz approximation of [8, Theorem 15.1] in place of Almgren’s
strong Lipschitz approximation [12, Theorem 2.4].

Fix r̄ ∈ (0, 12 ] and ε2 ∈ (0, 1). Suppose, for a contradiction, that the conclusion of the lemma

fails to hold. Then there exists a sequence εk0 ↓ 0 and corresponding sequences Tk, Σk, Ak,
Sk = Hk

1 ∪ · · · ∪ Hk
N ∈ Bq(0) (with N a fixed positive integer) satisfying the hypotheses of
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Theorem 1.10 with εk0 and (i), (ii) but for which the hypotheses of Theorem 1.10 fail for the
rescalings (Tk)0,rk , (Σk)0,rk and Srk := (Sk)rk for some scales rk ∈ [r̄, 1]. In particular

r2kA
2
k ≤ (εk0)

2E(Tk,Srk ,Brk) ≤ (εk0)
2E(Tk,Sk,B1) ≤ (εk0)

4Ep(Tk,B1). (5.11)

but
E(Tk,Srk ,Brk)

Ep(Tk,Brk)
≥ ε22. (5.12)

In other words, we suppose that the hypothesis (iii) of Theorem 1.10 fails. Note that the
validity of the remaining hypotheses follows immediately from the assumptions of the Lemma.

Now, (5.11) and (5.12) together tell us that Ep(Tk,Brk) → 0 as k → ∞. Thus, up to
subsequence, Tk Brk converges weakly to q0Jπ∞K, for some m-dimensional plane π∞ and
some positive integer q0. Meanwhile, up to another subsequence, we have Sk → S∞ ∈ Bq(0)
locally in Hausdorff distance. As E(Tk,Srk ,Brk) → 0 (from (5.11)), this gives that π∞ = S∞.
In turn, as E(Tk,Sk,B1) → 0 (again from (5.11)), we get spt(T∞) = π∞ ∩ B1 for the weak
limit T∞ of Tk B1, taken along yet another subsequence. Thus, we deduce that in fact
Ep(Tk,B1) → 0, and for k sufficiently large we are in a position (up to rotation) to apply the
strong Lipschitz approximation result [8, Theorem 15.1] for Tk C1/2(0, π∞), yielding functions

fk : B1/2(π∞) → AQ(π
⊥
∞). Note that the scale reduction by factor 1/4 therein can be replaced

by factor 1/2, up to increasing the constants in the estimates. Letting Ek := Ep(Tk,B1), the
normalizations

f̄k :=
fk

E
1/2
k

converge, up to yet another subsequence, to a Dir-minimizing function f∞ : B1/2(π∞) →
AQ(π

⊥
∞).

In addition, (5.11) allows us to write Sk as a union of suitable portions of graphs of linear
functions Lk

1 , . . . , L
k
N : π∞ → π⊥

∞. More precisely, we first note that Wk = pπ∞(V (Sk)) is an
(m − 1)-dimensional space for k large enough, given that Sk converges to π∞ locally in the
Hausdorff topology. Thus we can assume, up to a further rotation which fixes π∞, that Wk is
in fact independent of k: from now on we will simply denote it by W . Further, W subdivides
π∞ into two halfplanes π+

∞ and π−
∞, and we can subdivide the linear functions Lk

i into two
further (both nonempty) subcollections Lk

+,i and L
k
−,i, so that Sk is the union of the graphs of

Lk
±,i (for a choice of sign ± for each k) over the corresponding halfplanes π±

∞.

Up to one more subsequence, we can finally assume that E
−1/2
k Lk

±,i converge to linear

functions L∞
±,i as k → ∞, for each i. Let us denote by S̄∞ the union (again with the appropriate

choice of sign ± for each k) of their graphs over the corresponding halfplanes π±
∞. Under our

assumption that εk0 ↓ 0, we then infer that the graph of f∞ coincides with S̄∞∩(B1/2(π∞)×π⊥
∞).

Note that Lemma 4.7 implies further that at least two of the linear maps L∞
±,i are distinct,

since ζ(S̄∞) > 0.
Now, given the L2 convergence of f̄k to f∞, the estimates on the difference between the

graph of fk and the current Tk, and the bounds 0 < r̄ < rk ≤ 1
2 , we infer that

C−1 ≤ lim
k→∞

Ep(Tk,Brk)

Ek
≡ lim

k→∞

Ep(Tk,Brk)

Ep(Tk,B1)
≤ C (5.13)

for some constant C = C(q,m, n, n̄) > 0. We refer the reader to the analogous argument in
the proof of [9, Lemma 10.6] for more details. This, combined with (5.11), in turn yields

E(Tk,Srk ,Brk)

Ep(Tk,Brk)
≤ C

E(Tk,Sk,B1)

Ep(Tk,B1)
≤ (εk0)

2 → 0.

This contradicts (5.12), which concludes the proof.
Note that the above argument does not require T to be area-minimizing mod(q). Indeed,

it suffices to use the Lipschitz approximation for general stationary integral varifolds, together
with Allard’s L2 − L∞ height bound to justify (5.13). Observe in addition that the validity
of the property ζ(S̄∞) is a mere application of the triangle inequality, and does not require
anything about the structure of T . �
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5.1. Proof of Theorem 1.10 from Proposition 5.2. The conclusion (a) of Theorem 1.10
follows by the exact same reasoning as in [9], with Lemma 5.4 applied in place of [9, Lemma
10.5], now with

E(T,Br) := inf{E(T,S,Br) : S ∈ B
q(0) \ P(0)}.

The conclusions (b)-(d) will then follow immediately from the following lemma (which will also
come in useful independently in later sections), under the assumption that the conclusion (a)
holds.

Lemma 5.5. Let r0 ∈ (0, 1]. Then there exist constants ε = ε(q,m, n, n̄, r0) > 0 and C =
C(q,m, n, n̄) > 0 (independent of r0) such that the following holds. Suppose that

(i) T , Σ and A are as in Assumption 1.9;
(ii) ‖T ‖(B1) ≤ (Q + 1

4 )ωm;
(iii) there exists S = H1 ∪ · · · ∪HN ∈ Bq(0) \ P(0) with

A2 + E(T,S,B1) ≤ ε2Ep(T,B1).

Then

C−1Ep(T,B1) ≤ Ep(T,Br0) ≤ CEp(T,B1). (5.14)

Furthermore, there exists C̄ = C̄(q,m, n, n̄, r0) > 0 such that, up to further decreasing ε if
necessary (with the same dependencies), if there exists another open book S′ = H′

1 ∪ · · ·H′
M ∈

Bq(0) \ P(0) satisfying

E(T,S′,Br0) ≤ ε2Ep(T,B1),

then

dist2(S ∩B1,S
′ ∩B1) ≤ C̄(A2 + E(T,S,B1) + E(T,S′,Br0)); (5.15)

dist2(V (S) ∩B1, V (S′) ∩B1) ≤ C̄
A2 + E(T,S,B1) + E(T,S′,Br0)

Ep(T,B1)
. (5.16)

Before coming to the proof of the above statement, we point out a geometric fact which will
be useful and whose proof is essentially already contained in [9]. Since however here we are
dealing with halfplanes rather than full planes, we give all the details.

Lemma 5.6. For every c0 > 0 and µ > 0 there is a constant C = C(m,n, c0, µ) with the
following property. Assume H1 and H2 are two arbitrary m-dimensional half-planes with
(m−1)-dimensional spines V1 and V2 (passing through 0), that p ∈ H1∩B1/2 with dist(p, V1) ≥
2c0, and that E ⊂ Bc0(p) ∩H1 with Hm(E) ≥ µHm(Bc0(p) ∩H1). Then

sup
x∈B1∩H1

dist(x,H2) ≤ C sup
y∈E

dist(y,H2) . (5.17)

Proof. Set

D := sup
y∈E

dist(y,H2) .

We will assume

D ≤ η (5.18)

where η = η(m,n, c0, µ) is a sufficiently small constant whose choice will be specified later. Of
course if D > η the inequality (5.17) holds trivially for C = η−1.

Next, denote by π1 and π2 the two m-dimensional planes which contain H1 and H2 respec-
tively. We first claim that

sup
x∈B1∩π1

dist(x, π2) ≤ C(m,n, c0, µ)D . (5.19)

The simple argument is essentially contained in [9, Proof of Lemma 10.6] and we repeat it
for the reader’s convenience. We just need to find m vectors v1, . . . , vm ∈ E which satisfy a
quantitative form of linear independence, namely such that

• For every v ∈ π1 ∩ B1 there are λ1, . . . , λm with |λi| ≤ C(m,n, c0) such that v =
∑

i λivi.
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In order to find v1, . . . , vm we can argue inductively as follows. We fix v1 = p. We then
look at the cylinder Γ1 := {y : |y − (y · v1

|v1|)
v1
|v1| | < γ1} of radius γ1 and axis {λv1 : λ ∈ R}.

Choose γ1 = γ1(c0,m, µ) so that Hm(E \ Γ1) ≥ µ
2Hm(Bc0(p) ∩ H1) and we pick a point

v2 ∈ E \ Γ1. We then denote by W the 2-dimensional space generated by v1 and v2, then set
Γ2 := |y − pW (y)| < γ2} to be the γ2-neighborhood of W , then choose γ2 = γ2(c0,m, µ) so
that Hm(E \Γ2) ≥ µ

4Hm(Bc0(p)∩H1), and then pick a point v3 ∈ E \Γ2. We then repeat this
process inductively to find v1, . . . , vm. It is easy to check that these vectors satisfy the desired
quantitative form of linear independence, which in turns gives (5.19).

Having reached (5.19), choose an orthonormal base e1, . . . , em−1 of V1 and an orthogonal
unit vector em ∈ V ⊥

1 ∩H1. Either pπ2(ei) ∈ H2, or −pπ2(ei) ∈ H2. Note that −ei ∈ V1 for
all i ≤ m − 1. Hence without loss of generality we can, if needed, flip the sign of a subset of
the first m− 1 vectors so that pπ2(ei) ∈ H2 for every i ∈ {1, . . . ,m− 1}. Obviously we cannot
flip the sign of em, since −em does not lie in H1. However, by (5.19) we do find that

min
{

sup
y∈H1∩B1

dist(y,H2), sup
y∈(π1\H1)∩B1

dist(y,H2)
}

≤ CD . (5.20)

The proof is thus complete once we show that, for a sufficiently small choice of η in (5.18)
the minimum in the left hand side of (5.20) is achieved by supy∈H1∩B1

dist(y,H2). This easily
follows by contradiction. Fix indeed a sequence of ηk converging to 0 and pairs of half-planes
Hk

1 , H
k
2 for which the minimum in (5.20) is attained by supy∈(πk

1\Hk
1 )∩B1

dist(y,Hk
2). We can

assume, up to a rotation, that the second plane Hk
2 is a fixed one H2. The other members of

the pair, denoted by Hk
1 , will then have the property that their reflections along the respective

spines, namely the half-planes πk
1 \Hk

1, converge locally in Hausdorff distance to H2. But recall
that, by our assumption (5.18) with η = ηk ↓ 0, we have a sequence of points p′k ∈ Hk

1 ∩ B1

which are at distance at least c0 from πk
1 \Hk

1 and are converging to H2 as well (in fact, the
distance of the corresponding sets Ek to H2 must be converging to 0). This is not possible and
thus completes the proof. �

Proof of Lemma 5.5. Fix r0 > 0. Let us begin with (5.14). The proof follows by very similar
reasoning to that of Lemma 5.4. First of all, let ε ≤ ε3, where ε3 is the threshold in Lemma
4.7. Lemma 4.7(a) with hypothesis (iii) gives

Ep(T,Br0) ≤ CÊ(T,S,Br0) + Cr−2
0 max

i<j
dist2(πi ∩Br0 , πj ∩Br0)

≤ Cr−m−2
0 E(T,S,B1) + Cζ(S)2

≤ C(1 + ε2r−m−2
0 )Ep(T,B1)

Thus, provided that ε ≤ rm+2
0 , the right-hand inequality of (5.14) is verified. To see the

left-hand inequality, we argue by contradiction. Suppose that the inequality fails for some
sufficiently large constant C∗ = C∗(q,m, n, n̄) > 0 (to be determined); this yields sequences
Tk, Σk and Ak and Sk = Hk

1 ∪ · · · ∪Hk
Nk

∈ Bq(0) \ P(0) satisfying hypotheses (i)-(iii) with
thresholds εk ↓ 0, such that up to subsequence we have

lim
k→∞

Ep(Tk,Br0)

Ep(Tk,B1)
< C−1

∗ . (5.21)

Up to rotation, we may without loss of generality assume that the infimum in Ep(Tk,B1) is
realized by the same plane π∞. Moreover, up to a further subsequence, we may assume that
Nk ≡ N ≤ q for each k.

First of all, if lim infk→∞ Ep(Tk,B1) > 0, then up to another subsequence, we have

Tk
∗
⇀ T∞, Sk → S∞ ∈ B

q(0) \ P(0),

with spt(T∞) ∩B1 = S∞ ∩B1. Thus, T∞ is a non-planar area-minimizing cone mod(q). This
immediately implies, from the homogeneous structure, that

lim
k→∞

Ep(Tk,Br0)

Ep(Tk,B1)
= 1,

contradicting (5.21) for any choice of C∗ ≥ 1.
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Now suppose that Ep(Tk,B1) → 0; this allows us to apply the strong Lipschitz approxima-
tion theorem [8, Theorem 15.1] for Tk C1/2(0, π∞) for k sufficiently large, to obtain Lipschitz

functions fk : B1/2(π∞) → AQ(π
⊥
∞). The hypothesis (iii) allows us to do the same for the cones

Sk, describing them as a superposition of graphs of maps Lk
1 , . . . , L

k
N : π∞ → π⊥

∞. Normalizing

by E
1/2
k := Ep(Tk,B1)

1/2 and arguing exactly as in the proof of Lemma 5.4, we obtain the
desired contradiction.

Proof of (5.15) and (5.16): reduction to pruned open book. We will now proceed to
establish (5.15) and (5.16). First of all, we claim that we may assume

A2 + E(T,S,B1) ≤ δ̄2σ(S)2 (5.22)

r20A
2 + E(T,S′,Br0) ≤ δ̄2σ(S′)2, (5.23)

for a suitably small choice of constant δ̄ = δ̄(q,m, n, n̄, r0) > 0. In order to do this, we will in
fact find a constant C̄ = C̄(q,m, n, n̄, δ̄) > 0 and a cone S1 ∈ Bq(0) satisfying (5.22) such that

(ia) V (S1) = V (S);
(iia) E(T,S1,B1) ≤ C̄(E(T,S,B1) +A2);

(iiia) dist2(S1 ∩B1,S ∩B1) ≤ C̄(E(T,S,B1) +A2),

and a cone S′
1 satisfying (5.23) such that (ia)-(iiia) holds for T0,r0 and S′ in place of T and S

respectively.
Once we accomplish this, one may check that the assumptions of the lemma hold for T,S1,S

′
1

in place of T,S,S′ (up to a geometric constant factor), and that the validity of the conclusions
(5.15) and (5.16) for T,S1,S

′
1 in turn imply the conclusions for T,S,S′.

Now we proceed with the proof of the reduction; observe that it suffices to demonstrate the
existence of S1, since S

′
1 is then found by applying the same reasoning to T0,r0 and S′ and taking

δ̄ to lie below both thresholds. We wish to apply Lemma 4.7 to T,Σ,A and S. Note, however,
that the hypothesis A2 ≤ ε23E(T,S,B1) is not guaranteed here (where ε3 = ε3(q,m, n, n̄, δ̄) is
the parameter in Lemma 4.7). Thus, we will first show that if A2 > ε23E(T,S,B1), then there
exists Se ∈ Bq(0) with V (Se) = V (S) such that

A2 = ε23E(T,Se,B1). (5.24)

Observe that the hypothesis (iii) of the statement of the Lemma guarantees that, as long as
ε < ε3, for any ̟ ∈ P(0) containing V (S) we have

A2 < ε23Ê(T,̟,B1).

Now fix such a plane ̟ and construct a 1-parameter family of open books S(t), t ∈ [0, 1],
with S(0) = S, S(1) = ̟, so that t 7→ S(t) ∩ B1 is continuous in Hausdorff distance in
B1, S(t) consists of N distinct halfplanes for each t ∈ [0, 1), and V (S(t)) = V (S) for all
t ∈ [0, 1). In particular, we have continuity in t of t 7→ E(T,S(t),B1) on [0, 1), while

lim inft↑1 E(T,S(t),B1) ≥ Ê(T,̟,B1). The intermediate value theorem then gives the ex-
istence of Se := S(t0) for some t0 ∈ (0, 1) satisfying (5.24).

In the case A2 ≤ ε23E(T,S,B1), simply let Se := S. In either case, we then have A2 ≤
ε23E(T,S,B1). Fix δ̄ > 0 (to be determined). For this choice of δ̄, we may now choose ε small
enough in the hypotheses of the present lemma so that T,Σ,A and Se satisfy the hypotheses of
Lemma 4.7 for the parameter ε3 therein. This produces an open book S1 = H̃1 ∪ · · · ∪ H̃N ′ ⊂
Se ∈ Bq(0) satisfying properties (5.22), (ia), and (iia). Indeed, in the case where Se 6= S, the
latter property follows from the fact that E(T,Se,B1) = ε−2

3 A2.
It remains to check property (iiia) in the case where Se 6= S (if Se = S, (iiia) also follows from

Lemma 4.7). In light of the validity of (5.22) and (iia), we may now choose δ̄ = δ̄(q,m, n, n̄) > 0
small enough such that Lemma 4.3 and Proposition 4.4 apply for ρ = η = 1

32 to T0,1/4 and S1.
We will show that

dist2(S1 ∩B1,S ∩B1) ≤ C(E(T,S1,B1) + E(T,S,B1) +A2). (5.25)

To this end, we will first show that for each i ∈ {1, . . . , N ′}, there exists j∗ ∈ {1, . . . , N} such
that

dist2(H̃i ∩B1,Hj∗ ∩B1) ≤ C(E(T,S1,B1) + E(T,S,B1) +A2), (5.26)
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for some C = C(q,m, n, n̄, δ̄) > 0. Firstly, notice that for Wi ⊂ B4, i = 1, . . . , N ′, as given by

Lemma 4.3, the current T (B3/4 \B1/32(V (S1)) is supported in ∪iW̃i, where W̃i := ι0,4(Wi).

Letting Ti := T W̃i, we thus conclude from Proposition 4.4 that

dist2(p, H̃i) ≤ C(E(T,S1,B1) +A2) ∀p ∈ spt(Ti). (5.27)

Now fix i ∈ {1, . . . , N ′} and let e denote the unique unit vector in V (S1)
⊥ ∩ H̃i. Let ξ := e

4

and let Bi := B1/32(ξ, π̃i) ⊂ (B3/4 ∩ H̃i) \ B̄1/64(V (S1)), where π̃i is the m-dimensional plane

that is the extension of H̃i in the usual manner. Now conclusions (b) and (f) of Proposition
4.4 tell us that

((pH̃i
)♯Ti) (B3/4 ∩ H̃i) \ B̄1/64(V (S1)) = QiJ(B3/4 ∩ H̃i) \ B̄1/64(V (S1))K

for an integer Qi ∈ {1, . . . , q}. This in turn yields

‖Ti‖(p−1

H̃i
(Bi)) ≥ c0(m,n, n̄) > 0. (5.28)

Proceeding via Chebyshev’s inequality with the measure ‖Ti‖, analogously to that in the proof

of [9, Lemma 10.6], we deduce that for C̃ := C∗/c0, where C∗ > 1 is to be determined, if

Ei := {p ∈ p−1

H̃i
(Bi) ∩ spt(Ti) : dist

2(p,S) ≤ C̃E(T,S,B1)},

then we have ‖Ti‖(Ei) ≥ (1 − 1/C∗)‖Ti‖(p−1

H̃i
(Bi)). This combined with Proposition 4.4(d)

and (iia), we deduce that, up to further decreasing δ̄ if necessary, and for a suitable choice of
C∗,

Hm(pH̃i
(Ei)) ≥

1

2
Hm(Bi). (5.29)

We refer the reader to [9] for more details. Fix w0 ∈ pH̃i
(Ei), let p0 ∈ Ei be such that

pH̃i
(p0) = w0, and let j∗ ∈ {1, . . . , N} be an index such that dist(p0,Hj∗) = dist(p0,S). Then,

invoking the definition of Ei and (5.27) we have

|p⊥
Hj∗

(w0)|2 = dist2(w0,Hj∗) ≤ 2 dist2(w0, p0) + 2 dist2(p0,Hj∗)

= 2 dist2(w0, p0) + 2 dist2(p0,S)

≤ C(E(T,S1,B1) + E(T,S,B1) +A2),

for some C = C(q,m, n, n̄, δ̄) > 0. We may now complete w0 to a basis of π̃i, and use the
linearity of p⊥

Hj∗
(as V (S1) = V (S)) to deduce (5.26).

To conclude the validity of (5.25), it remains to check that for each j ∈ {1, . . . , N}, there
exists i∗ ∈ {1, . . . , N ′} such that (5.26) holds with i∗, j in place of i, j∗. Now, for j fixed, we let f
be the unit vector in V (S)⊥∩Hj . Let ζ = f

4 andBj := B1/32(ζ, πj) ⊂ (B3/4∩Hj)\B̄1/64(V (S)),
where πj is the m-dimensional plane that is the extension of Hj . Again applying Chebyshev’s
inequality, only now with Hm Bj, we deduce that the set

Fj := {q ∈ Bj : dist
2(q, spt(T )) ≤ (2/Hm(Bj))E(T,S,B1)}

satisfies Hm(Fj) ≥ 1
2Hm(Bj). Fix z0 ∈ Fj and let p(z0) ∈ spt(T ) be such that

dist(z0, spt(T )) = |z0 − p(z0)| .
The definition of Fj guarantees that for ε sufficiently small (below a threshold depending only
on q,m), |z0 − p(z0)| ≤ 1

16 , which in turn implies that p(z0) ∈ (B3/4 ∩ Hj) \ B̄1/64(V (S1))

also. Thus, Lemma 4.3(b) tells us that p(z0) ∈ W̃i∗ for some i∗ ∈ {1, . . . , N ′}. Proceeding
analogously to above, we thus have

|p⊥
H̃i∗

(z0)|2 = dist2(z0, H̃i∗) ≤ 2 dist2(z0, p(z0)) + 2 dist2(p(z0), H̃i∗)

= 2 dist2(z0, spt(T )) + C(E(T,S1,B1) +A2)

≤ C(E(T,S,B1) + E(T,S1,B1) +A2).

So indeed we have shown that

dist2(H̃i∗ ∩B1,Hj ∩B1) ≤ C(E(T,S,B1) + E(T,S1,B1) +A2).
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Together with (5.26), we arrive at (5.25). When combined with (iia), this gives the conclusion
of (iiia).

Relabelling S1, S
′
1 to be S, S′ respectively, we may now work under the assumption that

(5.22) and (5.23) hold.
Proof of (5.15) and (5.16) for pruned open book. We will use analogous reasoning to

that in the proof of property (iiia) above, but now we have to take into account the fact that
we possibly have V (S′) 6= V (S). This is however compensated by the validity of both (5.22)
and (5.23), whereas before we only knew this for one of the open books in consideration.

Notice also that by Lemma 4.7, which we applied to produce our relabelled open books S

and S′, we have

C−1Ep(T,B1) ≤ ζ(S)2, ζ(S′)2 ≤ CEp(T,B1)

and so (5.16) follows from (5.15) and Lemma 2.7, and thus we may just focus on proving (5.15).
For δ̄ suitably small (with the same dependencies), we may apply Lemma 4.3, Proposition

4.4 and Lemma 4.6 to the respective pairs T0,1/4, S and T0,r0/4, S
′ with η = ρ = r0

32 . Relabelling
the appropriate rescalings of the sets Wi therein to still be denoted by Wi for simplicity of
notation, this gives

(1) Pairwise disjoint neighborhoodsWi around (Hi∩B1/2)\B̄r0/64, corresponding currents

Ti := T Wi and constants C = C(q,m, n, n̄) > 0, C̄ = C̄(q,m, n, n̄, r0) > 0 with

spt(T ) ∩B1/2 \Br0/64(V (S)) ⊂
⋃

i

Wi; (5.30)

dist2(p,Hi) ≤ C(E(T,S,B1) +A2)

≤ C̄(E(T,S,B1) +A2r20)r
2
0 ∀p ∈ spt(Ti) ∩Br0 ; (5.31)

(pHi)♯(Ti ∩ p−1
Hi

((Br0 ∩Hi) \Br0/64(V (S)))) = QiJ(Br0 ∩Hi) \Br0/64(V (S))K; (5.32)

(2) Pairwise disjoint neighborhoods W ′
i around (H′

i ∩Br0/2) \ B̄r0/64, corresponding cur-
rents T ′

i := T W ′
i and a constant C = C(q,m, n, n̄) > 0 with

spt(T ) ∩Br0/2 \Br0/64(V (S′)) ⊂
⋃

i

W ′
i ; (5.33)

dist2(p,H′
i) ≤ C(E(T,S′,Br0) +A2r20)r

2
0 ∀p ∈ spt(T ′

i ) ∩Br0 ; (5.34)

(pH′
i
)♯(T

′
i ∩ p−1

H′
i
((Br0 ∩Hi) \Br0/64(V (S′)))) = QiJ(Br0 ∩H′

i) \Br0/64(V (S′))K; (5.35)

Once again, we wish show that for each i ∈ {1, . . . , N}, there exists j ∈ {1, . . . ,M} such that

dist2(Hi ∩B1,H
′
j ∩B1) ≤ C̄(E(T,S,B1) +E(T,S′,B1) +A2), (5.36)

for a constant C̄ = C̄(q,m, n, n̄, r0) > 0. This time, unlike in the corresponding argument for
S and S1 above, note that the argument and conclusion is symmetric in S and S′. Thus the
validity of (5.36) will conclude the proof of (5.15).

Now fix i and let e be a vector of length r0/4 in Hi such that B2λ0r0(e) ⊂ Br0/2 \
(Br0/64(V (S)) ∪ Br0/64(V (S′)), for some λ0 = λ0(m) ∈ (0, 1/2]. Proceeding as in [9], for
each z ∈ Bλ0r0(e) ∩Hi, there exists H′

j(z) such that

dist2(z,H′
j(z)) ≤ C(E(T,S,B1) +A2r20 + E(T,S′,B))r20 ,

for some C = C(q,m, n, n̄, r0) > 0. In particular since M ≤ q, there exists E ⊂ Bλ0r0(e) ∩Hi

with Hm(E) ≥ 1
2qHm(Bλ0r0(e) ∩Hi) and j0 ∈ {1, . . . ,M} such that for each z ∈ E we have

dist2(z,H′
j0) ≤ C(E(T,S,B1) +A2r20 + E(T,S′,B))r20 . (5.37)

Now we may apply Lemma 5.6 with the planes Hi ∋ p := e, H′
1, c0 = r0/2 and this choice of

E to conclude (5.36). Note that the dependencies of the resulting constant will be on q,m, n, n̄
and r0. �
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6. Estimates at the spine

In this section we collect the necessary estimates required at the spine of a given open book
S ∈ Bq, which are the mod(q) analogues of the results in [9, Section 11] and are an adaptation
of Simon’s work [23] and Wickramasekera’s work [25] to this framework. This will be necessary
to ensure that our blow-up sequence of graphs relative to a sequence of open books, thus far
constructed away from a neighborhood of the spines, converge all the way up to the spine to
a Dir-minimizer (along which it has an (m− 1)-dimensional subspace of Q-points).

We omit the proofs here, since they follow in exactly the same way as the corresponding
proofs in [9], together with our version of the pruning lemma (Lemma 4.1), as well as the
graphical estimates in Section 4 taking the place of those in [9, Section 8], and Lemma 2.9
applied in place of [9, Lemma 7.14]. Note that the monotonicity formula for mass ratios still
applies here, to the stationary varifold associated to T , and since Q = q

2 the estimate [9, (11.7)]
is replaced by

∑

i

QiHm(Hi ∩Bρ) = Qωmρ
m ≤ ωmΘ(T, 0)ρm,

where Qi are the multiplicities given by Proposition 4.16.
We make the following assumption throughout this section.

Assumption 6.1. T , Σ, A and q are as in Assumption 1.9 and ‖T ‖(B4) ≤ 4mωm(Q+ 1
4 ) for

Q = q
2 . S = H1 ∪ · · · ∪HN ∈ Bq is an open book and V = V (S). For ε = ε(q,m, n, n̄) > 0

smaller than the ε-threshold in Assumption 4.8, to be determined as the minimum of the
thresholds in Theorem 6.2, Corollary 6.3, and Proposition 6.4, assume that

E(T,S,B4) +A2 ≤ ε2σ(S)2. (6.1)

We will henceforth use the following notation. Let p ∈ spt(T ) be a point at which the

approximate tangent plane π(p) oriented by a simple m-vector ~T (p). We let p~T (p) and p⊥
~T
(p)

denote the respective projections onto π(p) and π(p)⊥. Moreover, for simplicity we let p‖ :=

p~T (p) and p
⊥ := p⊥

~T
(p).

Theorem 6.2 (Simon’s error and gradient estimates). There exists C = C(q,m, n, n̄) > 0 and
ε = ε(q,m, n, n̄) > 0 such that the following holds. Suppose that T,Σ,A,S, q and Q are as in
Assumption 6.1 with this choice of ε, let r∗ = 1

4
√
m−1

and suppose that Θ(T, 0) ≥ Q. Then

∫

Br∗

|p⊥|2
|p|m+2

d‖T ‖(p) ≤ C(A2 + Ê(T,S,B4)) (6.2)

∫

Br∗

|pV ◦ p⊥
~T
|2d‖T ‖ ≤ C(A2 + Ê(T,S,B4)) (6.3)

Corollary 6.3 (Simon’s non-concentration estimate). There exists ε = ε(q,m, n, n̄) > 0 such
that the following holds. Let κ ∈ (0,m+2). Then, there is a constant Cκ = Cκ(q,m, n, n̄, κ) > 0
such that if T,Σ,A,S, q, Q are as in Assumption 6.1 with this choice of ε, if r∗ is as in Theorem
6.2 and moreover if Θ(T, 0) ≥ Q, then

∫

Br∗

dist2(p,S)

|p|m+2−κ
d‖T ‖(p) ≤ Cκ(A

2 + Ê(T,S,B4)) (6.4)

Proposition 6.4 (Simon’s shift inequality). There exist a radius r∗ = r∗(q,m, n, n̄) > 0,
ε = ε(q,m, n, n̄) > 0, and C = C(q,m, n, n̄) > 0 such that the following holds. For each
κ ∈ (0,m + 2), there is a constant C̄κ = C̄κ(q,m, n, n̄, κ) > 0 such that if T,Σ,A,S, q, Q are
as in Assumption 6.1 with this choice of ε, then for any p0 ∈ Br∗ with Θ(T, p0) ≥ Q we have

∫

B4r∗ (p0)

dist2(p, p0 + S)

|p− p0|m+2−κ
d‖T ‖(p) ≤ C̄κ(A

2 + Ê(T,S,B4)) (6.5)

|p⊥
π1
(p0)|2 + ζ(S)2|pV ⊥∩π1

(p0)|2 ≤ C(A2 + Ê(T,S,B4)), (6.6)

where the m-dimensional plane π1 is the extension of the half-plane H1.
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7. Linearization

Before completing the blow-up procedure relative to an open book S ∈ Bq(0), we first
analyze the linearized problem, which will be the key to reaching a contradiction for the proof
of Theorem 1.10. A key role will be played by the boundary regularity theory developed for
Dir-minimizing Q-valued functions in [18], which will be instrumental in proving the decay
Lemma 7.2 below.

In what follows, given a Lipschitz open set Ω ⊂ Rm and a map u ∈ W 1,2(Ω,AQ(R
n̄)) we

will say that u is Dir-minimizing in Ω if
∫

Ω

|Dv|2 ≥
∫

Ω

|Du|2

for every v ∈W 1,2(Ω,AQ(R
n̄)) which has the same trace as u on ∂Ω (c.f. [11] for the relevant

definition of the trace of a multi-valued Sobolev function). The key properties used here are the
continuity of Dir-minimizers at the boundary under the assumption that the boundary data is
in a suitable Hölder class and the monotonicity of the frequency function at boundary points.
Before coming to the statement of the decay lemma we introduce the following terminology.

Definition 7.1. We denote byH+ ⊂ Rm the open half space {x : x1 > 0}, by V the hyperplane
{x1 = 0}, and by B+

r ⊂ Rm the half ball H+ ∩Br = {x ∈ Rm : |x| < r, x1 > 0}. We then let:

(a) H be the space of W 1,2 maps u : B+
1 → AQ(R

n̄) which are Dir-minimizing, whose
trace on B1 ∩V is identically QJ0K and with the property that the frequency Iu,p(0) =
limr↓0 Iu,p(r) of u (see (7.2) below, re-centered at p) at every boundary point p ∈ V ∩B1

is at least 1.
(b) L be the space of maps u : H+ → AQ(R

n̄) of the form

u(x) =
∑

i

JLi(x)K ,

where L1, . . . , LQ : Rm → Rn̄ are linear maps which vanish on the hyperplane V .

The key decay lemma is then the following.

Lemma 7.2. For every Q, m, n̄ ∈ Z≥1 and ε > 0, there exists ρ = ρ(Q,m, n̄, ε) > 0 such that

min
v∈L

∫

B+
r

G(u, v)2 ≤ εrm+2

∫

B+
1

|u|2 (7.1)

for every u ∈ H and for every r ∈ (0, ρ].

Proof. Following Almgren’s celebrated computations on the monotonicity formula for the fre-
quency, we introduce the quantities

Hu(r) :=

∫

∂B+
r

|u|2 and Du(r) :=

∫

B+
r

|Du|2

and

Iu(r) :=
rDu(r)

Hu(r)
, . (7.2)

We then claim that

I ′u(r) ≥ 0

and
d

dτ

∣
∣
∣
∣
τ=r

[

ln

(
Hu(τ)

τm−1

)]

=
2Iu(r)

r
. (7.3)

In order to prove these identities we can argue as in [11, Theorem 3.15 & Corollary 3.18]. In
fact the arguments in there are based on the variational identities derived in [11, Proposition
3.2], which results from taking first variations of the Dirichlet energy along certain specific one-
parameter families of deformations of the function u. A simple inspection of the argument for
[11, Proposition 3.2] shows that these deformations keep the boundary value of u unchanged,
due to the zero boundary data and so they are valid choices of variation. This shows that the
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same identities hold in our case as well. In turn, integrating (7.3) and using the monotonicity
of I shows that

Hu(r)

rm−1
≤
(r

t

)2Iu(r) Hu(t)

tm−1

for every 0 < r ≤ t ≤ 1.
From the latter we also conclude that

∫

B+
s

|u|2 ≤
(s

t

)m+2Iu(s)
∫

B+
t

|u|2 ≤
(s

t

)m+2
∫

B+
t

|u|2 (7.4)

for every 0 < s ≤ t ≤ 1 and every u ∈ H (given that 1 ≤ Iu(0) = limr↓0 Iu(r)). Finally, the
same computations also lead to the conclusion that, if Iu(r) has a constant value α for each
r > 0, then u has to be radially α-homogeneous.

Fix now ε as in the statement. We claim that there is a δ > 0 such that, if u ∈ H and
Iu(1) ≤ 1 + δ, then

min
v∈L

∫

B+
1/2

G(u, v)2 ≤ ε2−m−2

∫

B+
1

|u|2 . (7.5)

Indeed assume the latter claim were false. Then we could find a sequence {uk}k ⊂ H for
which Iuk

(1) ≤ 1 + 1
k but nonetheless

min
v∈L

∫

B+
1/2

G(uk, v)2 ≥ ε2−m−2

∫

B+
1

|uk|2 . (7.6)

Observe that by normalizing we can without loss of generality assume
∫

B+
1
|uk|2 = 1. Because

of the upper frequency bound and monotonicity, it is immediate to see that, for every s < 1,
∫

B+
s
|Duk|2 is uniformly bounded in k. In particular up to extraction of a subsequence we

can assume that uk converges strongly in L2(B+
s ) to a function u for each 0 < s < 1. As

it is shown in [18, Proof of Proposition 3.3] (see also [5, Lemma 4.7]), the convergence is
then strong in W 1,2(B+

s ) for every s < 1 and the function u is in fact Dir-minimizing in
B+

s and attains the boundary value QJ0K at {x1 = 0} ∩ B1 (from convergence of traces, see
e.g. [11, Proposition 2.10]). Moreover the upper semi-continuity of the frequency guarantees
that Iu,x(0) ≥ 1 for every x ∈ {x1 = 0} ∩ B1. In particular, again exploiting the frequency
monotonicity, we conclude that Iu(r) = 1 for all 0 < r < 1, and thus the function u must
be radially 1-homogeneous around the origin. But for the same reason it must be radially
1-homogeneous around any other point x ∈ {x1 = 0}, in turn implying easily that u belongs
to L . On the other hand we have

∫

B+
1/2

G(uk, u)2 ≥ ε2−m−2

by (7.6), contradicting the previously reached conclusion that uk converges strongly to u in
L2(B+

1/2).

Having found δ as above, let ρ̄ be such that ρ̄2δ ≤ ε and set ρ := ρ̄
2 . Our claim is that (7.1)

holds for this choice of ρ. Fix r ≤ ρ and let r̄ = 2r. We then distinguish two possibilities.
Case 1. Iu(r̄) ≥ 1 + δ. We can then apply (7.4) twice to conclude

r−m−2

∫

B+
r

|u|2 ≤ r̄−m−2

∫

B+
r̄

|u|2 ≤ r̄2δ
∫

B+
1

|u|2 ≤ ρ̄2δ
∫

B+
1

|u|2 ≤ ε

∫

B+
1

|u|2 .

In particular (7.1) holds because the function identically equal to QJ0K belongs to L .
Case 2. Iu(r̄) ≤ 1 + δ. We can then consider the function ur̄(x) = r̄−1u(r̄x); observe that

ur̄ belongs to H . We thus know from (7.5) that there exists a function v ∈ L such that

2m+2

∫

B+
1/2

G(ur̄, v)2 ≤ ε

∫

B+
1

|ur̄|2 .

Changing variables we arrive at the inequality

1

rm+2

∫

B+
r

G(u, v)2 ≤ ε

r̄m+2

∫

B+
r̄

|u|2 .
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On the other hand we can use (7.4) to get

1

r̄m+2

∫

B+
r̄

|u|2 ≤
∫

B+
1

|u|2 .

Combining the last two inequalities we then reach (7.1). �

We will also need the following lemma to extend the Dir-minimizing property from the
interior of a half-plane to the boundary of the half-plane (i.e. to get a Dir-minimizing property
for competitors with the same trace).

Lemma 7.3. For every choice of positive integers Q,m, n and for every bounded Lipschitz
open set Ω ⊂ Rm the following holds. A map u ∈ W 1,2(Ω,AQ(R

n)) is Dir-minimizing if and
only if the inequality

∫

Ω

|Dv|2 ≥
∫

Ω

|Du|2 (7.7)

holds for every v ∈W 1,2(Ω,AQ(R
n)) which coincides with u in a neighborhood of ∂Ω.

Proof. Let Ω be a bounded Lipschitz open set and for N ∈ N, fix a classical function w ∈
W 1,2(Ω,RN ) with the property that w|∂Ω = 0. We then claim that there is a sequence of
functions {wk} ⊂W 1,2(Ω,RN ) with the following properties:

(i) wk vanishes identically in a neighborhood of ∂Ω;
(ii) ‖wk − w‖W 1,2 converges to 0;
(iii) {wk 6= w} is contained in the 1

k neighborhood of ∂Ω.

This is in fact a simple exercise in classical Sobolev-space theory and we shall return to it
at the end of the proof for the reader’s convenience. Armed with it, let us now show the
conclusion of the lemma using Almgren’s bi-Lipschitz embedding ξ of AQ(R

n) into RN(Q,n)

and the Lipschitz retraction ρ of RN(Q,n) onto ξ(AQ(R
n)); for their definitions and properties

we refer to [11, Section 2.1].
One implication in the lemma is clear, so we focus on the other. So assume that v is a

competitor with the property that v|∂Ω = u|∂Ω for some map u ∈W 1,2(Ω;AQ(R
n)) which has

strictly smaller Dirichlet energy than u on Ω. We aim at constructing a similar competitor
with the property that it coincides with u in a neighborhood of ∂Ω. First of all we consider
the classical Sobolev map w := ξ(v)− ξ(u). We now construct functions wk satisfying (i), (ii),
and (iii) above and hence we let

vk := ξ−1 ◦ ρ ◦ (ξ(u) + wk) .

Since ρ is the identity on ξ(AQ(R
n)), the map vk coincides with u in a neighborhood of ∂Ω.

We next claim that

lim
k→∞

∫

Ω

|Dvk|2 =

∫

Ω

|Dv|2 ,

which would suffice to conclude the proof. Let Uk := {x ∈ Ω : dist(x, ∂Ω) < 1
k} and observe

that {vk 6= v} ⊂ Uk. It thus suffices to show that

lim
k→∞

∫

Uk

|Dvk|2 = 0 .

But by [11, Theorem 2.4] and the Lipschitz regularity of ρ we get
∫

Uk

|Dvk|2 ≤ C

∫

Uk

|D(ξ(u) + wk)|2 ≤ C

∫

Uk

|D(ξ(u) + w)|2 + C

∫

Uk

|D(wk − w)|2 .

On the other hand, given that |D(ξ(u) + w)| is a fixed L2 function and the measure of Uk

converges to 0, the first summand tends to zero, while the second converges to zero because
‖wk − w‖W 1,2 does.

Coming to the existence of the functions wk, recall first that, because of the boundedness
and Lipschitz regularity of the open set Ω, the function w belongs in fact to W 1,2

0 (Ω), namely
the closure of C∞

c (Ω) in the strong W 1,2 topology. In particular there certainly is a sequence
{zj} ⊂ C∞

c (Ω) with the property that ‖zj − w‖W 1,2(Ω) → 0. Fix now k ≥ 2 and consider the
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open sets Uk (as defined above) and U
c

k+1 ∩ Ω (i.e. the complement of the closure of Uk+1

in Ω). The pair forms an open cover of Ω and we can thus find a smooth partition of unity

(ϕk, ψk) subordinate to it, namely spt(ϕk) ⊂ U
c

k+1 ∩Ω, spt(ψk) ⊂ Uk, and ϕk + ψk = 1 on Ω.
We set zj,k := ϕkw + ψkzj. It is then immediate to see that zj,k is identically equal to w on
the complement of Uk and that limj→∞ ‖zj,k − w‖W 1,2(Ω) = 0. Therefore the sequence wk is
achieved as a diagonal one of the form zj(k),k for a suitable choice of j(k) ↑ ∞. �

8. Final blow-up

We are now in a position to prove the reduced version of the main decay theorem (Theorem
5.1), which in turn implies Theorem 1.10.

8.1. Two decay regimes. The conclusion of Theorem 5.1 follows from the validity of either
Proposition 8.1 or Proposition 8.2 below.

Proposition 8.1 (Collapsed decay). Suppose that m ≥ 2, n ≥ n̄ ≥ 1 are integers, let T , Σ, A
and q be as in Assumption 1.9 with ‖T ‖(B1) ≤ ωm(Q+ 1

4 ) for Q = q
2 . For every ς1 > 0, there

exists εc = εc(q,m, n, n̄, ς1) ∈ (0, 12 ] and rc = rc(q,m, n, n̄, ς) ∈ (0, 12 ] such that the following
holds. Suppose that there exists an open book S ∈ Bq(0) satisfying

A2 ≤ ε2cE(T,S,B1) ≤ ε4cσ(S)
2,

and ζ(S) ≤ εc. Then there exists S′ ∈ Bq(0) \ P(0) with

E(T,S′,Brc) ≤ ς1E(T,S,B1). (8.1)

Proposition 8.2 (Non-collapsed decay). Suppose that m ≥ 2, n ≥ n̄ ≥ 1 are integers, let T ,
Σ, A and q be as in Assumption 1.9 with ‖T ‖(B1) ≤ ωm(Q+ 1

4 ) for Q = q
2 . Then for every ε⋆c ,

ς1 > 0, there exists εnc = εnc(q,m, n, n̄, ς1, ε
⋆
c) ∈ (0, 12 ] and rnc = rnc(q,m, n, n̄, ς1, ε

⋆
c) ∈ (0, 12 ]

such that the following holds. Suppose that there exists an open book S ∈ Bq(0) satisfying

A2 ≤ ε2ncE(T,S,B1) ≤ ε4ncσ(S)
2,

and ζ(S) ≥ ε⋆c . Then there exists S′ ∈ Bq(0) \ P(0) with

E(T,S′,Brnc) ≤ ς1E(T,S,B1). (8.2)

Clearly, one can deduce Theorem 5.1 from the two propositions above by letting ς1 > 0 be
fixed arbitrarily, then taking ε⋆c = εc in Proposition 8.2, followed by ε1 = min{εc, εnc} and
r̄1 = rc, r̄2 = rnc. Thus to prove Theorem 1.10, we now just need to establish Proposition 8.1
and Proposition 8.2.

Analogously to that in [9], we will proceed to verify Proposition 8.1 and Proposition 8.2 by
a contradiction blow-up argument. The difference between the two blow-up regimes is that in
Proposition 8.1, we will take a sequence of parameters εkc tending to zero, thus implying that
the corresponding open books Sk converge to a flat plane (with multiplicity). This means that
for k sufficiently large we can reparameterize the coherent outer approximations of Proposition
4.16 over a single plane, which we can without loss of generality take to be the extension of
some half-plane in Sk. After subtracting the linear functions whose graphs are the half-planes
in Sk, we can then perform our blow-up procedure (this procedure is analogous to the original
idea of Wickramasekera [25], just in arbitrary codimension).

On the other hand, in Proposition 8.2, we fix ε⋆c > 0 while we take a sequence εknc tending
to zero. Thus, even though the ratio

E(Tk,Sk,B1)

σ(Sk)2

converges to zero, the open books Sk will stay bonded away from any single plane. In this case
we can therefore perform a blow-up procedure by directly using the coherent outer approxi-
mations, rescaled suitably.
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8.2. Transversal coherent approximations. We are now in a position to proceed as de-
scribed above in the setting of Proposition 8.1, and reparameterize the coherent outer approxi-
mation from Proposition 4.16 to a single plane. To keep our notation simple, as a base plane for
all graphical parametrization we will use the extension π1 of the first page H1 of the open book
Sk (we can of course without loss of generality rotate coordinates to assume that Hk

1 ≡ H1

is independent of k). In particular π1 is the union of H1 and its reflection −H1 across the
spine V = V (Sk) (which also we can assume without loss of generality is independent of k
by rotation, and thus π1 is also independent of k). We will use a similar shorthand notation
for any set which is the reflection along V of some other set Ω ⊂ H1. More precisely, such a
reflected set will be denoted by −Ω, while often the starting set will be denoted by +Ω.

Following the notation in [9], given a multi-valued function g =
∑

iJgiK and a single-valued
function f defined on the same domain, we let

g ⊖ f :=
∑

i

Jgi − fK, g ⊕ f :=
∑

i

Jgi + fK.

Moreover, given L ∈ G, we recall the notation N (L) for neighbors of L and the notation Ē(L),
both from Definition 4.15, and further define

Ẽ(L) := max{Ē(L′) : L′ ∈ N (L)} = max{Ē(L′′) : L′′ ∈ N (L′), L′ ∈ N (L)}.

Let us now state the transversal coherent approximation result.

Proposition 8.3 (Transversal coherent approximation). Let m ∈ N≥2, n, n̄ ∈ N≥1, q ∈ N≥2

There exists c0 = c0(m,n, n̄) > 0, C = C(q,m, n, n̄) > 0 such that the following holds. Let T ,
Σ, A, S = H1∪· · ·∪HN be as in Assumption 4.8, let πi be the planes that are the extensions of
Hi, and let γ be as in Proposition 4.4. Let ℓ̄ = max{k ∈ N : Gk+1 ⊂ Go} and for i = 1, . . . , N

let R̃o
i = Hi ∩

⋃

L∈G≤ℓ̄
R(L) ⊂ Ro

i . Let ui : Ro
i → AQi(H

⊥
i ) be the Lipschitz maps as in

Proposition 4.16 and let ζ(S) ≤ c0. Then

(a) Each half-plane Hi is a graph of the restriction to ±H1 of a linear map Ai : π1 → π⊥
1

that satisfies |Ai| ≤ Cζ(S) and ker(Ai) = V (S);

(b) For each i there is a choice of sign ± and a Lipschitz map vi : ±R̃o
1 → AQi(π

⊥
1 ) with

Gvi = Gui p−1
π1

(±R̃o
1);

(c) Letting v =
∑N

i=1JviK, we have v : R̃o
1 ∪ (−R̃o

1) → AQ(π
⊥
1 ) after extending each vi by

zero, and

‖v‖L∞(R̃o
i )
+ ‖Dv‖L2(R̃o

i )
≤ Cζ(S); (8.3)

(d) Letting

K± := p±H1

(
(spt(T ) ∩B1/2 ∩ p−1

π1
(±R̃o

1)) \ gr(v)
)

denote the region of non-graphicality in ±R̃o
1, recalling that L1 = R(L) ∩H1, for each

L ∈ G≤ℓ̄ we have

| ± L1 \K±|+ ‖T ‖(p−1
π1

(±L1 \K±)) ≤ C2−mℓ(L)(Ẽ(L) + 2−2ℓ(L)A2)1+γ ; (8.4)

(e) Letting wi := vi ⊖Ai : R̃
o
i ∪ (−R̃o

i ) → AQi(π
⊥
1 ), we have

22ℓ(L)‖wi‖2L∞(L1)
+ 2mℓ(L)‖Dwi‖2L2(L1)

≤ C(Ẽ(L) + 2−2ℓ(L)A2) (8.5)

Lip(wi) ≤ C(Ẽ(L) + 2−2ℓ(L)A2)γ (8.6)

The proof of Proposition 8.3 follows by the same reasoning to that for the proof of [9,
Proposition 13.4] and thus we do not include the details here. More precisely, we are simply

reparameterizing the Lipschitz approximations ui of Proposition 4.16 over the region ±R̃o
1 in

the half-plane ±H1 and using the estimates in [13, Section 5]. Note that [13, Proposition 5.2]
applies here since we are reparameterizing from an open region in Hi ⊂ πi to a (smaller) open
region in ±H1 ⊂ π1.
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8.3. Non-concentration estimates. We now proceed to improve the estimate (4.34) to one
that does not blow up as we shrink σ ↓ 0, using the estimates in Section 6.

Proposition 8.4. There exists C = C(q,m, n, n̄) > 0 such that for each ̺ > 0 and η > 0,
there exists ε = ε(q,m, n, n̄, ̺, η) > 0 smaller than that in Theorem 3.1 with ̺/2 in place of
̺, such that the following holds. Suppose that T , Σ, A are as in Assumption 1.9 and suppose
that S ∈ Bq(0) \ P(0) is such that

E(T,S,B1) +A2 ≤ ε2σ(S)2. (8.7)

For each L ∈ G, let β(L) ∈ {p : Θ(T, p) ≥ Q} ∩B̺/2(V ) be a point with least distance to yL
and let r∗ be as in Proposition 6.4 and let r = r∗

4 . Then we have

∫

Br

dist2(p,S)

max{̺, dist(p, V )}1/2 d‖T ‖(p) ≤ C(Ê(T,S,B1) +A2). (8.8)

In addition, (Br ∩Hj)\B̺(V ) ⊂ Ro
i and the maps uj of Proposition 4.16 satisfy the estimates

∫

(Br∩Hj)\B̺(V )

|Duj(z)|2
dist(z, V )1/2

dz ≤ C(Ê(T,S,B1) +A2); (8.9)

∑

i:2−(i+1)≥̺

∑

L∈Gi

∫

Lj

|uj(z)⊖ (p⊥
πj
(β(L)))|2

dist(z, V )5/2
dz ≤ C(Ê(T,S,B1) +A2) . (8.10)

Moreover, if in addition ζ(S) ≤ c0 for c0 as in Proposition 8.3, (Br∩π1)\B̺(V ) ⊂ R̃o
1∪(−R̃o

1)
and the maps wj and Aj therein satisfy

∫

(Br∩π1)\B̺(V )

|Dwj(z)|2
dist(z, V )1/2

dz ≤ C(Ê(T,S,B1) +A2);

(8.11)

∑

i:2−(i+1)≥̺

∑

L∈Gi

∫

±L1

|wj(z)⊖ (p⊥
π1
(β(L))−Aj(pπ1(β(L))))|2
dist(z, V )5/2

dz ≤ C(Ê(T,S,B1) +A2) .

(8.12)

Finally, denote by Ki the “non-graphicality regions”, namely the union of the sets K̄i(L) for
L ∈ Go. Then for each j,

∫

(Br∩Hj)\(B̺(V )∪Kj)

|z|−(m−2)

∣
∣
∣
∣
∂r

(
uj(z)

|z|

)∣
∣
∣
∣

2

dz ≤ C(Ê(T,S,B1) +A2). (8.13)

Likewise, if K± are the sets of Proposition 8.3, then
∫

(Br∩π1)\(B̺(V )∪K+∪K−)

|z|−(m−2)

∣
∣
∣
∣
∂r

(
wj(z)

|z|

)∣
∣
∣
∣

2

dz ≤ C(Ê(T,S,B1) +A2). (8.14)

Proof. First of all, the estimate (8.13) follows directly from the estimate (6.2): when the
current coincides with a classical graph this is a computation of Hardt and Simon in [17].
In a setting similar to ours the reader could consult [6, Proposition 8.3], but we report the
necessary modification for convenience. First of all, recall that uj is a multi-valued function:
using Almgren’s convention, see e.g. [11], we write it as uj(z) =

∑

iJuj,i(z)K. Even though there
is not in general a regular selection of the sheets uj,i, by [13, Lemma 1.1] we can decompose the
domain of uj as the countable union of measurable subsets {Mk} with the property that over
each fixed Mk we can order the values of uj so that the corresponding sheets uj,i are classical
Lipschitz functions over Mk. Fix now a point z ∈ Mk of differentiability of the function uj,i
such that p = z + uj,i(z) belongs to spt(T ) and there is an approximate tangent plane P to T
at p. The computations in [6, Proposition 8.3] then show the pointwise bound

|z|−(m−2)

∣
∣
∣
∣
∂r

(
ui,j(z)

|z|

)∣
∣
∣
∣

2

≤ 2
|p⊥|2
|p|m+2

,
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where we recall that p⊥ is the projection of p onto the orthogonal complement of P . We are
can thus conclude summing over i, integrating in z on the domain in the left hand side of
(8.13) and use (6.2). The proof of (8.14) is entirely analogous. First of all we observe that the
exact same argument above proves in fact

∫

(Br∩π1)\(B̺(V )∪K+∪K−)

|z|−(m−2)

∣
∣
∣
∣
∂r

(
vj(z)

|z|

)∣
∣
∣
∣

2

dz ≤ C(Ê(T,S,B1) +A2) . (8.15)

We then just need to notice that wj = vj ⊖Aj and Aj is a linear function with Aj(0) = 0; in

particular ∂r
Aj(z)
|z| ≡ 0. This yields the identity

∣
∣
∣
∣
∂r

(
vj(z)

|z|

)∣
∣
∣
∣

2

=

∣
∣
∣
∣
∂r

(
wj(z)

|z|

)∣
∣
∣
∣

2

and thus (8.14) follows from (8.14).
Next, given the estimates in Section 6, the proofs of the estimates (8.8)–(8.10) and (8.11),

(8.12) are analogous to those in [9, Proposition 13.7] (see also [7, Theorem 10.2, Corollary
11.2]). Nevertheless, we repeat them here for clarity.

Fix such ̺ and η. First we demonstrate (8.8). We may without loss of generality assume
that ̺ ≤ r∗

2 since otherwise the estimate is trivial. We subdivide the domain of integration
on the left-hand side into a disjoint union (Br ∩ B̺(V )) ∪ (Br \ B̺(V ))). First we consider

Br ∩ B̺(V ). Covering V ∩Br with C̺−(m−1) balls B̺(zi) (each of which can be ensured to
intersect V ), which in turn means that {B2̺(zi)}i coversB̺(V ), we may apply Theorem 3.1 to
find points pi ∈ B2̺(zi)∩{Θ(T, ·) ≥ Q}. We may now apply Proposition 6.4 to T0,1/4 centered

at pi with κ = 1
4 , yielding

∫

Br∩B̺(V )

dist2(p,S)

max{̺, dist(p, V )}1/2 d‖T ‖(p

≤ ̺−1/2
∑

i

∫

Br∩B2̺(zi)

dist2(p,S)d‖T ‖(p)

≤ C̺−1/2
∑

i

∫

Br∩B2̺(zi)

dist2(p, pi + S)d‖T ‖(p)

+ C̺m−1/2
∑

i

(
|p⊥

π1
(pi)|2 + ζ(S)2|pV ⊥∩π1

(pi)|2
)

≤ C̺m+7/4−1/2
∑

i

∫

Br∩B4̺(pi)

dist2(p, pi + S)

|p− pi|m+7/4
d‖T ‖(p)

+ C̺−(m−1)+m−1/2(Ê(T,S,B1) +A2)

≤ C̺−(m−1)+m+5/4(Ê(T,S,B1) +A2) + C̺1/2(Ê(T,S,B1) +A2)

≤ C(Ê(T,S,B1) +A2).

Now we treat the region Br \ B̺̄(V ), which we may cover by the regions R(L) for L ∈ G with

2−(ℓ(L)+1) ≥ ̺; let F denote the sub-collection of such cubes L with R(L) ∩Br 6= ∅. First of
all, observe that since |yL − β(L)| ≤ ̺/2, there exists a constant C = C(m) > 0 such that for
each p ∈ R(L) we have

C−22−ℓ(L) ≤ C−1|p− β(L)| ≤ dist(p, V ) ≤ C|p− β(L)| ≤ C22−ℓ(L)

Once again applying Proposition 6.4 to T0,1/4 centered at β(L) with κ = 1
4 and noting that

Hm(R(L)) ≤ Cℓ(L)m and #Gi ≤ C2(m−1)i, we have
∫

Br\B̺(V )

dist2(p,S)

max{̺, dist(p, V )}1/2 d‖T ‖(p) ≤ C
∑

i:2−(i+1)≥̺

∑

L∈Gi∩F

2i/2
∫

R(L)

dist2(p,S)d‖T ‖(p)

≤ C
∑

i:2−(i+1)≥̺

∑

L∈Gi∩F

2i/2
∫

R(L)

dist2(p, β(L) + S)d‖T ‖(p)
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+ C
∑

i:2−(i+1)≥̺

∑

L∈Gi∩F

2i/2−mi
(
|p⊥

π1
(β(L))|2 + ζ(S)2|pV ⊥∩π1

(β(L))|2
)

≤ C
∑

i:2−(i+1)≥̺

∑

L∈Gi∩F

2i/2−mi−7i/4

∫

R(L)

dist2(p, β(L) + S)

|p− β(L)|m+7/4
d‖T ‖(p)

+ C(Ê(T,S,B1) +A2)
∑

i:2−(i+1)≥̺

2i/2−mi#Gi

≤ C(Ê(T,S,B1) +A2)




∑

i:2−(i+1)≥̺

2i/2−mi−7i/4#Gi +
∑

i:2−(i+1)≥̺

2i/2−mi#Gi





≤ C(Ê(T,S,B1) +A2)
∑

i

2−i/2

≤ C(Ê(T,S,B1) +A2).

In summary, we have established (8.8).
For the remaining estimates, we proceed as follows. Firstly, observe that Proposition 6.4

with κ = 1
4 tells us that

Ê(T, β(L) + S,BC2−ℓ(L)(β(L))) ≤ C2ℓ(L)/4(Ê(T,S,B1) +A2). (8.16)

Indeed, notice that the estimate (6.5) applies as long as C2−ℓ(L) ≤ r, while the case C2−ℓ(L) ≥ r
follows trivially by the corresponding upper bound on ℓ(L).

The estimate (8.16) in turn tells us that for each cube we may apply Lemma 4.12(v) with S

(and its layers) replaced by the shifted open book S+ β(L), to yield local Qj-valued Lipschitz
approximations ũL,j on Ωj(L) + pV ⊥∩Hi

(β(L)) satisfying

‖DũL,j‖2L2 ≤ C2−mℓ(L)(Ê(T,S+ β(L),BC2−ℓ(L)(β(L))) + 2−2ℓ(L)A2)

≤ C2−mℓ(L)+ℓ(L)/4(Ê(T,S,B1) +A2),

and, together with (6.6), additionally

‖ũL,j ⊖ (p⊥
πj
(β(L)))‖L∞ ≤ C2−7ℓ(L)/4(Ê(T,S,B1) +A2).

Now we may use the maps ũL,j in place of uL,j to construct the coherent outer approximation
in Proposition 4.16. Note that one may assume these domains contain Lj , provided that ε
sufficiently small, in light of (6.6). This in turn produces corresponding transversal coherent
approximations ũj and w̃j as in Proposition 8.3. Exploiting the above estimates, combined
with (8.16), we have

∫

Lj

|Dũj(z)|2
dist(z, V )1/2

dz ≤ C2−mℓ(L)+3ℓ(L)/4(Ê(T,S,B1) +A2)

∫

±L1

|Dw̃j(z)|2
dist(z, V )1/2

dz ≤ C2−mℓ(L)+3ℓ(L)/4(Ê(T,S,B1) +A2)

∫

Lj

|ũj(z)⊖ (p⊥
πj
(β(L)))|2

dist(z, V )5/2
dz ≤ C2−mℓ(L)+3ℓ(L)/4(Ê(T,S,B1) +A2)

∫

±L1

|w̃j(z)⊖ (p⊥
π1
(β(L))−Aj(pπ1(β(L))))|2
dist(z, V )5/2

dz ≤ C2−mℓ(L)+3ℓ(L)/4(Ê(T,S,B1) +A2).

Summing these estimates over all cubes L ∈ Gi ∩F for i such that 2−(i+1) ≥ ̺ and once again
exploiting the fact that #Gi ≤ C2(m−1)i, we establish the respective estimates (8.9)-(8.12). �

8.4. Blow-ups and variational identities. Let us now define our blow-up sequences in the
contradiction argument for the proof of Proposition 8.1 and Proposition 8.2. For m,n, n̄, q
fixed and Q = q

2 , up to extracting a subsequence we have:

• a sequence of currents Tk, ambient manifolds Σk with curvatures Ak satisfying As-
sumption 1.9 and with ‖Tk‖(B1) ≤ ωm(Q + 1

4 );
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• open books Sk = Hk
1 ∪ · · · ∪ Hk

N ∈ Bq(0) \ P(0) for some N ∈ N, with ζ(Sk) → 0
in the case of Proposition 8.1 or ζ(Sk) ≥ ε⋆c for ε⋆c > 0 fixed arbitrarily in the case of
Proposition 8.2;

• we have
A2

k

E(Tk,Sk,B1)
+

E(Tk,Sk,B1)

σ(Sk)
→ 0, (8.17)

• For each L ∈ G, the βk(L) from Proposition 8.4 for Tk satisfy

lim
k→∞

|βk(L)− yL| = 0. (8.18)

Up to relabelling the indices, we may additionally assume that the m-dimensional planes πk
i

which are the extensions of the half-planes Hk
i satisfy

dist(πk
1 ∩B1, π

k
N ∩B1) = ζ(Sk).

In the collapsed decay regime, up to a rotation of coordinates,Hk
i converge to ±H1. Meanwhile,

in the non-collapsed decay regime, up to extracting a further subsequence, each Hk
i → Hi and

πk
i → πi locally in Hausdorff distance and we may assume that π1 6= πN (note that the Hi

need not be distinct). Note that in both cases, we may additionally assume that V (Sk) = V
is fixed along the sequence, again by a rotation of coordinates. We may additionally assume
that T0Σk ≡ τ0 is a fixed linear subspace and that πk

i ⊂ τ0 for each k and each i = 1, . . . , N .
Using Proposition 8.3, in the collapsed decay regime we consider the transversal coherent

approximations wk
i , while in the non-collapsed decay regime we instead consider the approx-

imations uki . For r as in Proposition 8.3, by Proposition 4.17(i), we may assume that the
domains of wk

i and uki respectively contain (Br ∩H1) \B1/k(V ) and (Br ∩Hk
i ) \B1/k(V ). Let

ūki :=
uki

E(Tk,Sk,B1)1/2
, w̄k

i :=
wk

i

E(Tk,Sk,B1)1/2
.

The estimates in Proposition 8.4 in particular provide us withW 1,2 estimates uniformly in k on
ūki and w̄k

i . Note that for each k the domain of wk
i is always contained in the same half-plane

±H1, while despite the fact that the half-planes on which the uki are defined are varying with
k, we can use [9, Lemma 7.4, Remark 8.21] to assume that they are defined on subsets of the
fixed limiting half-planes Hi, up to a composition with small rotations (which all converge to
the identity map).

Let us begin with the following definition.

Definition 8.5. A function W : Br → Rm+n is called cylindrical if W (p1) = W (p2) for any
p1, p2 with pV (p1) = pV (p2) and dist(p1, V ) = dist(p2, V ).

We conclude the following compactness result and variational identities for our blow-ups,
which are analogues of similar estimates seen originally in [23] and [25, Section 12].

Proposition 8.6. Let Tk, Σk, Ak, Sk = Hk
1 ∪ · · · ∪Hk

N , πk
i , and the sequences ūki and w̄k

i be
as described above. Then, up to extracting additional subsequences, the following holds:

(a) ūki and w̄k
i converge strongly inW 1,2

loc to their respective Qi-valued Dir-minimizing limits

ūi =
∑Qi

j=1JūijK and w̄i =
∑Qi

j=1Jw̄ijK on Br ∩Hi and (Br ∩ π1) \ V respectively;

(b) The rescaled linear maps Āk
i (te1, v) :=

Ak
i (te1,v)
ζ(Sk)

= Mk
i te1 converge to linear maps

Āi(te1, v) = Mite1, where Mi : π1 ∩ V ⊥ → π⊥
1 are linear maps (identified with their

matrix representations), e1 is the unit vector in H1 ∩ V ⊥ and MN 6= 0;
(c) Letting βk :=

∑

L∈G∩F
βk(L)1L1∪−L1 on (Br\B1/k(V ))∩π1, there exist even, bounded

functions β̄ : Br ∩ π1 → V ⊥, β̄⊥ : Br ∩ π1 → π⊥
1 and β̄‖ : Br ∩ π1 → V ⊥ ∩ π1 such

that in the non-collapsed decay case we have

p⊥
V (β

k)

E(Tk,Sk,B1)
→ β̄ in L∞

loc, (8.19)
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whilst in the collapsed decay case we have

p⊥
π1
(βk)

E(Tk,Sk,B1)
→ β̄⊥ in L∞

loc (8.20)

ζ(Sk)pπ1(β
k)

E(Tk,Sk,B1)
→ β̄‖ in L∞

loc. (8.21)

(d) In the collapsed decay case, let I+ := {i ∈ {1, . . . , N} : wk
i : Hk

1 → AQi((π
k
1 )

⊥)} and

I− := {i ∈ {1, . . . , N} : wk
i : −Hk

1 → AQi((π
k
1 )

⊥)} and let w̄(1) : Br ∩ H1 → H⊥
1 ,

w̄(2) : Br ∩H1 → V ⊥ ∩H1 be given by

w̄(1)(te1, v) :=
∑

i∈I+

Qi∑

j=1

w̄ij(te1, v) +
∑

i∈I−

Qi∑

j=1

w̄ij(−te1, v); (8.22)

w̄(2)(te1, v) :=
∑

i∈I+

MT
i

Qi∑

j=1

w̄ij(te1, v) +
∑

i∈I−

MT
i

Qi∑

j=1

w̄ij(−te1, v), (8.23)

where T denotes the transpose. Then, given any vector v ∈ V and any cylindrical
functions W ∈ C∞

c (Br;R
m+n), Wo ∈ C∞

c (Br;π
⊥
1 ), Wp ∈ C∞

c (Br;V
⊥ ∩ π1), we have

the following identities

∑

i

∫

Br∩Hi

Qi∑

j=1

〈

∇ūij ,∇
∂W

∂v

〉

= 0, (8.24)

in the non-collapsed case, while in the collapsed case we have

∫

Br∩H1

〈

∇w̄(1),∇∂Wo

∂v

〉

= 0, l = 1, 2. (8.25)

∫

Br∩H1

〈

∇w̄(2),∇∂Wp

∂v

〉

= 0, l = 1, 2. (8.26)

Here we stress: in the identity (8.24) the operator ∇ denotes differentiation with respect
to the variable z ∈ πi, whereas in (8.25) and (8.26) it denotes differentiation with
respect to the variable z ∈ π1.

Proof. The convergence inW 1,2
loc from (a) follows from Proposition 8.4 together with Proposition

4.17(iii) with a sequence of parameters ςk ↓ 0. This also shows that the maps ūi, w̄i are
Dir-minimizing on compact subsets in the interior of each domain in question. In turn, this
implies that they have smaller energy than any competitor which coincides with itself on a
neighbourhood of V , i.e. we are in the situation to apply Lemma 7.3 in order to deduce that
they are Dir-minimizing with respect to any competitor with the same trace on V . Property
(b) is a trivial consequence of the fact that V (Sk) = V for each k, that dist(πk

1 ∩B1, π
k
N∩B1) =

ζ(Sk), and Proposition 8.3(a). Property (c) follows immediately by Proposition 6.4.
For property (d) we follow the reasoning in [23, Section 5.1], [25, Section 12] (see also

[6, Proposition 10.5(iv)], [7, Proposition 11.5]). Nevertheless, we repeat the details here as our
setting is slightly different to all of these.

Fix v ∈ V and W with the required assumptions. Let us begin with (8.24). First, note that
since the functions ūki and wk

i are valued in V ⊥ for each i, we can assume that W takes values
in V ⊥ also. Write (x, y) ∈ V × V ⊥ for coordinates relative to V . We next claim that we may
without loss of generality assume thatW depends only on the variable x in some neighbourhood
of V . Indeed, fix ρ ∈ (0, r), and consider a cutoff function ϕρ ∈ C∞

c ([0,∞); [0, 1]) which equals
0 on [0, ρ/2], equals 1 on [ρ,∞), and satisfies ‖ϕ′

ρ‖C0 ≤ Cρ−1. Consider the vector field

Wρ(x, y) :=W (x, y)ϕρ(|y|) +W (x, 0)(1− ϕρ(|y|)). (8.27)
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As W −Wρ = 0 outside Bρ(V ), applying Cauchy-Schwartz followed by the estimate (8.9) and
then (8.17), we thus have

∣
∣
∣
∣
∣
∣

∑

i

∫

Br∩Hk
i

Qi∑

j=1

〈

∇ūkij ,∇
(
∂(W −Wρ)

∂v

)〉
∣
∣
∣
∣
∣
∣

=

∣
∣
∣
∣
∣
∣

∑

i

∫

Br∩Bρ(V )∩Hk
i

Qi∑

j=1

〈

∇ūkij ,∇
(
∂(W −Wρ)

∂v

)〉
∣
∣
∣
∣
∣
∣

≤ ‖D2W‖C0

∑

i

∫

Br∩Bρ(V )∩Hk
i

Qi∑

j=1

∣
∣∇ūkij

∣
∣

≤ Cρ3/4‖D2W‖C0

∑

i

Qi∑

j=1

[
∫

Br∩Bρ(V )∩Hk
i

|∇ūkij(z)|2
dist(z, V )1/2

dz

]1/2

≤ Cρ3/4‖D2W‖C0 → 0,

as ρ ↓ 0, where C = C(q,m, n, n̄) > 0. Thus, we can without loss of generality assume that W
only depends on the variable x in a neighborhood of V by fixing ρ ∈ (0, r) and working with
Wρ, which we henceforth do (and we drop the subscript for notational simplicity). We write
ρ0 < r for the radius of the neighborhood of V where W only depends on the variable x.

Now let W̄ := ∂W
∂v . Since Tk satisfy Assumption 1.9 (in particular, Tk is area-minimizing

mod(q)), we have

W̄ (p) · ~HTk
(p) = p⊥

TpΣk
W̄ (p) · ~HTk

(p)

and so

|δTk(W̄ )| =
∣
∣
∣
∣

∫

p⊥
TpΣk

W̄ (p) · ~HTk
(p)d‖Tk‖(p)

∣
∣
∣
∣
≤ CA2

k‖W̄‖C0 → 0, (8.28)

where ~HTk
(p) :=

∑m
i=1AΣk

(ξi, ξi) for an orthonormal basis {ξi}mi=1 of the approximate tangent
plane to spt(Tk) at p.

On the other hand, since Sk is invariant under the 1-parameter family of translations in the

direction v and W̄ has compact support, we deduce that Sk :=
∑N

i=1QiJHiK satisfies

δSk(W̄ ) = 0. (8.29)

In particular, we see from (8.17) that, if Ek := E(Tk,Sk,B1),

lim
k→∞

E
−1/2
k (δTk(W̄ )− δSk(W̄ )) = 0.

Now fix ρ ∈ (0, ρ0), and assume that k is sufficiently large so that ūki are defined outside Bρ(V ).
We will decompose everything into this neighborhood of V and its complement (where Tk can
be approximated by the graph of ūki ). Indeed, set Uρ := Br \Bρ(V ), and write Tk = T g

k + T e
k

and Sk = Sg
k + Se

k, where T
g
k = Tk Uρ and Sg

k = Sk Uρ, while T
e
k = (Tk − T g

k ) Br and
Se
k = (Sk − Sg

k) Br. We claim that

lim sup
k→∞

E
−1/2
k

∣
∣
∣
∣

∫

div~Tk
W̄ d‖T e

k‖ −
∫

div~Sk
W̄ d‖Se

k‖
∣
∣
∣
∣
≤ Cρ1/2 (8.30)

lim
k→∞

E
−1/2
k

(∫

div~Tk
W̄ d‖T g

k ‖ −
∫

div~Sk
W̄ d‖Sg

k‖
)

=
∑

i

∫

(Br∩Hi)\Bρ(V )

Qi∑

j=1

〈∇ūij ,∇W̄ 〉.

(8.31)

Once we establish the validity of these claims, (8.24) follows easily. Indeed, bearing in mind the
definition of δSk(W̄ρ) and δTk(W̄ρ), a combination of (8.28), (8.29), (8.30) and (8.31) yields

∣
∣
∣
∣
∣
∣

∑

i

∫

(Br∩Hi)\Bρ(V )

Qi∑

j=1

〈∇ūij ,∇W̄ρ〉

∣
∣
∣
∣
∣
∣

≤ Cρ1/2

for any ρ ∈ (0, ρ0), and so taking ρ ↓ 0 gives (8.24).
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It remains to check that (8.30) and (8.31) hold. First of all, note that since W̄ only depends

on x ∈ V in Bρ0(V ) by construction, we have ∂W̄
∂y = 0 in Bρ0(V ) for all y ∈ V ⊥. Moreover,

as W̄ takes values in V ⊥, for any subspace π containing V we have (for {e1, . . . , em−1} an
orthonormal basis of V )

divπ W̄ = divV W̄ =
∑

i

ei ·D(ei · W̄ ) = 0 in Bρ0(V ). (8.32)

In particular, for an arbitrary subspace π we have

| divπ W̄ | ≤ C‖DW̄‖ · |pV ◦ pπ⊥ |
(since by adding the components of V ∩ π⊥ to the sum we get the divergence over a plane
containing V ).

Using this, noting that each plane that is the extension of a half-plane in Sk contains V ,
together with the fact that Se

k is supported in Bρ0(V ), the above discussion immediately gives
∫

div~Sk
W̄ d‖Se

k‖ = 0

(indeed, the integrand vanishes pointwise in this case). Moreover, turning our attention to T e
k ,

we then have from the above discussion also
∣
∣
∣
∣

∫

div~Tk
W̄ d‖T e

k‖
∣
∣
∣
∣
≤ C‖W̄‖C1 (‖Tk‖(Br ∩Bρ(V )))

1/2

(∫

Br

∣
∣
∣pV ◦ p~T⊥

k

∣
∣
∣

2

d‖Tk‖
)1/2

≤ C‖W̄‖C1ρ1/2E
1/2
k

for C = C(q,m, n, n̄) > 0, where we have used Cauchy–Schwarz in the first inequality and then
(6.3) and (8.17) in the second. Combining the above, this concludes the proof of (8.30).

To see the validity of (8.31), we exploit the graphical approximations ūki for Tk, which are
valid over Uρ ∩ Hi. We also don’t use the expressions in (8.31) directly, but more the first
variation from which they come from. For i = 1, . . . , N , let Ak

i : Hi → H⊥
i denote the linear

maps whose graphs areHk
i . Observe that in the limit these maps converge to 0 asHk

i converges
to Hi. Let

hki (x) =

Qi∑

j=1

Jhkij(x)K :=

Qi∑

j=1

J(gkij(x),Ψ
k(x, gkij(x)))K,

where Ψk ≡ Ψk
0 is as in Assumption 1.9 for Σk and gkij := pT0Σk

◦ (ukij + Ak
i ) ∈ T0Σk ∩ (πk

i )
⊥

(recall that πk
i ⊂ T0Σk). Invoking (8.4) (summed over L ∈ G≤ℓ̄ ∩Uρ ∩Hi) and (8.17), we thus

have (for the difference between graphical and non-graphical regions)

E
−1/2
k

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

∫

div ~Tk
W̄ d‖T g

k ‖ −
∑

i

Qi∑

j=1

∫

p
−1
Hi

(Uρ∩Hi)

div~G
hk
ij

W̄ d‖Ghk
ij
‖

︸ ︷︷ ︸

=:I
(1)
k,i,j

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

≤ C‖W̄‖C1E
1/2+γ
k → 0,

for γ > 0 as in Proposition 4.4. Moreover,

∫

div~Sk
W̄ d‖Sk‖ =

∑

i

Qi∑

j=1

∫

p
−1
Hi

(Uρ∩Hi)

div~G
Ak

i

W̄ d‖GAk
i
‖

︸ ︷︷ ︸

=:I
(2)
k,i,j

.

It therefore remains to verify that for each i, j we have

lim
k→∞

E
−1/2
k (I

(1)
k,i,j − I

(2)
k,i,j) =

∫

Uρ∩Hi

〈∇ūij ,∇W̄ 〉. (8.33)
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Fix i ∈ {1, . . . , N}, j ∈ {1, . . . , Qi}, and an orthonormal frame {ζl}m+n
l=1 of Rm+n such that

{ζ1, . . . , ζm} is an orthonormal basis of the plane extending Hi. Then over a point x ∈ Hi,

σl := ζl + (ζl · ∇)hkij , τl := ζl + (ζl · ∇)Ak
i l = 1, . . . ,m,

are the respective coordinate frames for the tangent planes to Ghk
ij

and GAk
i
. For notational

simplicity, let us drop the indices i, j, k for the following computations. Form the matrices A
and B, where the ith column of A is given by σi and the ith column of B is τi. The Jacobian
determinants for the maps h and A are then given by

√

det(ATA) and
√

det(BTB), respec-
tively. The variation determined by W̄ then gives (by differentiating the relevant Jacobian)
that the first variation is determined by the matrices

M(A) =
∑

α,β

√

det(ATA)(ATA)−1
αβAα ⊗Aβ

and

M(B) =
∑

α,β

√

det(BTB)(BTB)−1
αβBα ⊗Bβ.

Thus, using the first variation formula to rewrite the expressions for I(1) and I(2), we get

I(1) − I(2) =

∫

Uρ∩H

(M(A) −M(B)) : DW̄ .

We can then compute

Aα ⊗Aβ = Bα ⊗Bβ + ∂αu⊗ eβ + eα ⊗ ∂βu+ o(E1/2) + o(1)|∇u|+O(|∇u|2)
and

(ATA)αβ = δαβ + ∂αA⊗ ∂βA+ o(E1/2) + o(1)|∇u|+O(|∇u|2)
(BTB)αβ = δαβ + ∂αA⊗ ∂βA+ o(E1/2) = δαβ + o(1).

Using the fact that W is cylindrical and so ∂vW = 0 on H whenever v ∈ H⊥, and moreover
that ∂αu ∈ H⊥ (c.f. [6, Proposition 10.5(iv)]), we can then compute

I(1) − I(2) = E1/2

∫

Uρ∩H

〈∇ū,∇W̄ 〉+ o(E1/2)

which completes the proof of (8.33).
To show (8.25), we follow entirely analogous reasoning to the above proof of (8.24), replacing

W with Wo and observing that Wo identifies with a cylindrical function whose image lies in
Rm+n but whose components in the directions of π1 are zero (and w̄ij is also identified with
an Rm+n-valued function, as in (8.24)). In addition, the application of (8.9) is replaced with
(8.11) here. This establishes (8.25).

Now let us demonstrate the validity of (8.26). Firstly, by the same reasoning as that for
(8.24) (only applying (8.11) in place of (8.9)), we have

∣
∣
∣
∣

∫

Br∩H1

〈

∇w̄(2),∇
(
∂(Wp − (Wp)ρ)

∂v

)〉∣
∣
∣
∣
≤ Cρ3/4‖D2W‖C0 → 0,

as ρ ↓ 0 where (Wp)ρ is defined as in (8.27) for Wp in place of W . This allows us to once again
without loss of generality assume that Wp only depends on the x-variable in a neighborhood
Bρ0(V ) of V . As before, fix ρ ∈ (0, ρ0) and write Uρ := Br \Bρ(V ), and for k sufficiently large

decompose the currents as Tk = T g
k + T e

k and Sk = Sg
k + Se

k. Let W̄ =
∂Wp

∂v , and observe that
(8.28) and (8.29) still hold with this new choice of test vector field. Thus, in light of (8.17), it
suffices to demonstrate that

lim sup
k→∞

ζ(Sk)
−1E

−1/2
k

∣
∣
∣
∣

∫

div~Tk
W̄ d‖T e

k‖ −
∫

div~Sk
W̄ d‖Se

k‖
∣
∣
∣
∣
≤ Cρ1/2 (8.34)

lim
k→∞

ζ(Sk)
−1E

−1/2
k

(∫

div~Tk
W̄ d‖T g

k ‖ −
∫

div~Sk
W̄ d‖Sg

k‖
)

=

∫

(Br∩H1)\Bρ(V )

〈∇w̄(2),∇W̄ 〉.

(8.35)
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Let us begin with (8.34). We follow similar reasoning to (8.30). Indeed, because W̄ takes values

in V ⊥ by assumption, and in Bρ0(V ) we know ∂W̄
∂y = 0 for all y ∈ V ⊥, for any m-dimensional

plane ̟ containing V we have

div̟ W̄ = 0,

by the same computation as in (8.32). So in particular,
∫

div~Sk
W̄ d‖Se

k‖ = 0 in Bρ0(V ).

For an arbitrary m-dimensional plane ̟, we have by similar reasoning (c.f. the argument
leading to [7, (11.25)]), noting that in fact by assumption we know that W̄ ∈ π1 ∩ V ⊥,

| div̟ W̄ | ≤ C|DW̄ |C0 · |pV ◦ p⊥
̟| · |p⊥

̟ ◦ pπ1 | in Bρ0(V ).

Combining this with Allard’s tilt excess estimate [1] (c.f. [4, Proposition 4.1]), Lemma 4.7(a),
(6.3) and (8.17), we therefore have

∣
∣
∣
∣

∫

divπ W̄ d‖T e
k‖
∣
∣
∣
∣
≤ C

(∫

|p⊥
~Tk

◦ pπ1 |2 d‖T e
k‖
)1/2 (∫

Br

∣
∣
∣pV ◦ p⊥

~Tk

∣
∣
∣

2

d‖Tk‖
)1/2

≤ C

(∫

|p~Tk
− pπ1 |2 d‖T e

k‖
)1/2(∫

Br

∣
∣
∣pV ◦ p⊥

~Tk

∣
∣
∣

2

d‖Tk‖
)1/2

≤ Cρ1/2ζ(Sk)E
1/2
k .

This completes the proof of (8.34).

Now let us prove (8.35). For any index i ∈ {1, . . . , N}, let wk,+
ij := wk

ij if i ∈ I+ and let

wk,−
ij (te1, v) := wk

ij(−te1, v) if i ∈ I−. Similarly, let Ak,±
i (te1, v) := Ak

i (±te1, v) and

h̃k,±i (x) =

Qi∑

j=1

Jhk,±ij (x)K :=

Qi∑

j=1

J(g̃k,±ij (x),Ψk(x, g̃k,±ij (x)))K,

where the sign ± is chosen to be + for i ∈ I+ and − for i ∈ I−, Ψk ≡ Ψk
0 is as in Assumption

1.9 for Σk and g̃k,±ij := pT0Σ ◦ (wk,±
ij +Ak,±

i ). Again observe that ∇h̃k,±ij = ∇wk,±
ij +∇Ak,±

i +

O(‖DΨk‖C0). Arguing exactly as above, combined with the estimate in Lemma 4.7(a), together
with the fact that W̄ρ is cylindrical, we have

ζ(S)−1E
−1/2
k

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

∫

div~Tk
W̄ d‖T g

k ‖ −
Qi∑

j=1

∫

p
−1
π1

(Uρ∩H1)

div~G
h̃
k,±
ij

W̄ d‖Gh̃k,±
ij

‖
︸ ︷︷ ︸

=:J
(1)
k,i,j

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

≤ C‖W̄‖C1Eγ
k → 0,

and
∫

div~Sk
W̄ d‖Sk‖ =

∑

i

Qi∑

j=1

∫

p
−1
π1

(Uρ∩H1)

div~G
A

k,±
i

W̄ d‖GAk,±
i

‖
︸ ︷︷ ︸

=:J
(2)
k,i,j

,

Therefore, observe that it suffices to show that for each i ∈ I± and each j = 1, . . . , Qi and k
sufficiently large, we have

lim
k→∞

ζ(Sk)
−1E

−1/2
k (J

(1)
k,i,j − J

(2)
k,i,j) =

∫

Uρ∩H1

〈∇MT
i w̄

±
ij ,∇W̄ 〉. (8.36)

Observe that since W̄ is directed in H1 ∩ V ⊥, for a Lipschitz function v on Ωρ := Uρ ∩H1,
the first variation of Gv in the direction of the vector field W̄ is the inner variation

δGv(W̄ ) =
d

dt

∣
∣
∣
t=0

∫

Ωρ

Jvt =

∫

Ωρ

〈
DMA(∇v),∇v · ∇W̄

〉
−A(∇v) divπ1 W̄ ,
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where vt = v ◦Φt for Φt(x) := x+ tW̄ (x), A(∇v) := Jv and DM denotes the Frechét derivative
of A with respect to the matrix variable.

Now

A(∇Ak,±
i ) =

√

1 + |∇Ak,±
i |2, DMA(∇Ak,±

i ) =
∇Ak,±

i
√

1 + |∇Ak,±
i |2

.

Moreover, Lemma 4.7, (8.17) and the estimates in Proposition 8.3 imply that

‖DΨk‖C0 = O(Ak) = o(E
1/2
k ) = o(ζ(Sk)),

‖∇wk,±
ij ‖L2 = O(E

1/2
k ) = o(ζ(Sk))

|∇Ak,±
i | = O(ζ(Sk)).

Thus, by a Taylor expansion, we have

A(∇h̃k,±ij ) =

√

1 + |∇Ak,±
i |2 +

〈∇Ak,±
i ,∇wk,±

ij 〉
√

1 + |∇Ak,±
i |2

+ o(ζ(Sk)E
1/2
k ) +O(|∇wk,±

ij |2),

DMA(∇h̃k,±ij ) =
∇h̃k,±ij

√

1 + |∇Ak,±
i |2

+ o(ζ(Sk)E
1/2
k ) +O(|∇wk,±

ij |).

Since J
(1)
k,i,j − J

(2)
k,i,j = δGh̃k,±

ij
(W̄ ) − δGAk,±

i
(W̄ ), this combined with the above graphicality

estimates yields

J
(1)
k,i,j − J

(2)
k,i,j

=

∫

Ωρ

〈∇wk,±
ij ,∇wk,±

ij · ∇W̄ 〉
√

1 + |∇Ak,±
i |2

+
〈∇Ak,±

i ,∇wk,±
ij · ∇W̄ 〉

√

1 + |∇Ak,±
i |2

+
〈∇wk,±

ij ,∇Ak,±
i · ∇W̄ 〉

√

1 + |∇Ak,±
i |2

−
∫

Ωρ

〈∇Ak,±
i ,∇wk,±

ij 〉
√

1 + |∇Ak,±
i |2

divπ1 W̄ + o(ζ(Sk)E
1/2
k )

=

∫

Ωρ

〈∇Ak,±
i ,∇wk,±

ij · ∇W̄ 〉+ 〈∇wk,±
ij ,∇Ak,±

i · ∇W̄ 〉 − 〈∇Ak,±
i ,∇wk,±

ij 〉divπ1 W̄

+ o(ζ(Sk)E
1/2
k ).

Note that above, ∇wk,±
ij · ∇W̄ and ∇Ak,±

ij · ∇W̄ denotes tensor multiplication between the

gradients of Rm+n-valued functions. Now observe that since ∇Ak,±
i = Mk

i e1 and divπ1 W̄ =
e1 · ∇(e1 · W̄ ) in light of the fact that W̄ takes values in V ⊥ ∩ π1, we arrive at

〈∇Ak,±
i ,∇wk

ij · ∇W̄ 〉 = 〈∇Ak,±
i ,∇wk

ij〉divπ1 W̄ .

Transposing ∇Ak,±
i in the inner product in the second term on the right-hand side of the above

estimate, this concludes the proof of (8.36). �

8.5. Smoothness of average and decay. For t ∈ R+ and ei the unit vector in Hi ∩V ⊥, we
may parameterize Hi as

Hi = {(tei, v) : t ∈ R+, v ∈ V },
and in turn write

ūi(te1, v) :=

Qi∑

j=1

Jūij(tei, v)K,

w̄i(te1, v) :=

Qi∑

j=1

Jw̄ij(±te1, v)K.
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Note that we are abusing notation slightly, since these are not the same as the definitions
of ūi and w̄i as defined in Proposition 8.6; namely we are now reparameterizing to H1. We
additionally write the average ū : Br ∩H1 → Rm+n as

ū(te1, v) :=
1

q

N∑

i=1

Qi∑

j=1

ūij(tei, v).

The following proposition characterizes the properties of ū and w̄.

Proposition 8.7. The following properties hold:

(i) ū, w̄(1) and w̄(2) are harmonic and extend to harmonic functions on Br ∩ π1 (not

relabelled) with ∂2ū
∂t∂v = ∂2w̄(1)

∂t∂v = ∂2w̄(2)

∂t∂v = 0 on V ∩Br for any v ∈ V ;
(ii) ū(0) = w̄(0) = 0.

Proof. The proof follows the same line of reasoning as [6, Lemma 11.2] but we repeat some
of the details here for the convenience of the reader. The harmonicity of ū, w̄(1) and w̄(2)

on Br ∩H1 follows immediately from Proposition 8.6. To see that they extend to harmonic
functions, we proceed as follows. Observe that ū, w̄(1), w̄(2) ∈W 1,2 on Br ∩H1. Furthermore,
the estimates (8.9) and (8.11) imply that

∫

Br∩H1

|∇ū|2
t1/2

dtdv < +∞,

∫

Br∩H1

|∇w̄(l)|2
t1/2

dtdv < +∞, l = 1, 2.

In particular, ∂ū
∂t ,

∂w̄(1)

∂t and ∂w̄(2)

∂t are all well-defined on V ∩ Br (as distributions supported
on there). Thus, given any cylindrical vector fields W ∈ C∞

c (Br ∩ π1;Rm+n), Wo ∈ C∞
c (Br ∩

π1;π
⊥
1 ), Wp ∈ C∞

c (Br ∩ π1;V ⊥ ∩ π1), Proposition 8.6(d) integrated by parts tells us that
〈
∂ū

∂t

∣
∣
∣
V ∩Br

,
∂W

∂v

〉

=

〈
∂w̄(1)

∂t

∣
∣
∣
V ∩Br

,
∂Wo

∂v

〉

=

〈
∂w̄(2)

∂t

∣
∣
∣
V ∩Br

,
∂Wp

∂v

〉

= 0, (8.37)

for any v ∈ V , where we use 〈·, ·〉 to denote the pairing of distribution and test function. In

other words, the distributions ∂ū
∂t

∣
∣
∣
V ∩Br

, ∂w̄
(1)

∂t

∣
∣
∣
V ∩Br

, ∂w̄
(2)

∂t

∣
∣
∣
V ∩Br

are in fact constant vectors,

and thus, after translating ū, w̄(1), w̄(2) by appropriate respective linear functions dependent
only on t, we obtain harmonic functions with vanishing normal derivative along V ∩ Br. By
Schwartz reflection, we may thus extend the translated functions to harmonic functions on
Br∩π1, which in turn produces extensions for ū, w̄(1), w̄(2) respectively. The claimed differential
constraint on V ∩Br in (i) follows immediately from (8.37).

Given the estimates (8.13) and (8.14), the validity of the property (ii) follows by the exact
same reasoning as that for [6, Lemma 11.2(ii)]. We omit the details here. �

We are now in a position to state the main decay property for the maps ūi and w̄i.

Proposition 8.8. For every ε > 0, there exists:

• ρ0 = ρ0(q,m, n, n̄, ε) ∈ (0, r) in the collapsed case,
• ρ0 = ρ0(q,m, n, n̄, ε, ε

⋆
c) ∈ (0, r) in the non-collapsed case,

such that for every ρ ∈ (0, ρ0], the following holds. Let ūi and w̄i be as above. Then there
are linear maps b : V → V ⊥, b⊥ : V → π⊥

1 , b
‖ : V → V ⊥ ∩ π1, and maps ac, anc ∈ L as in

Definition 7.1 (for H = H1) with

∑

i

‖∇aci‖L∞ +
∑

i

‖∇anci ‖L∞ + ‖∇b‖L∞ + ‖∇b⊥‖L∞ + ‖∇b‖‖L∞ ≤ C;

∫

H1∩Bρ

G
(

N∑

i=1

ūi(te1, v)⊖ b(v), anc(te1, v)

)2

dydt
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≤ ε
(ρ

r

)m+2
∫

H1∩Br

∣
∣
∣
∣
∣

N∑

i=1

ūi(te1, v)⊖ b(v)

∣
∣
∣
∣
∣

2

dydt

∫

H1∩Bρ

G
(

N∑

i=1

w̄i(te1, v)⊖ (b⊥(v) + Āi(b
‖(v))), ac(te1, v)

)2

dydt

≤ ε
(ρ

r

)m+2
∫

H1∩Br

∣
∣
∣
∣
∣

N∑

i=1

w̄i(te1, v)⊖ (b⊥(v) + Āi(b
‖(v)))

∣
∣
∣
∣
∣

2

dydt,

where C = C(q,m, n, n̄) > 0 in the non-collapsed case and C = C(q,m, n, n̄, ε⋆c) in the collapsed
case.

Proof. In light of Lemma 7.2, observe that it suffices to find b, b⊥ and b‖ as in the statement
of the proposition such that

∑

i

ūi(te1, v)⊖ b(v) ∈ H ,
∑

i

w̄i(te1, v)⊖ (b⊥(v) + Āi(b
‖(v))) ∈ H .

where H is as in Definition 7.1, with respect to H = H1.
Now, we may first argue as in the proof of [7, Proposition 12.1] to define the traces of the

functions β̄, β̄‖, and β̄⊥, and use Proposition 8.4 to reach the estimates

∫

H1∩Br/2

∣
∣
∑

i ūi(te1, v)⊖ β̄(0, v)
∣
∣
2

|t|9/4 ≤ C; (8.38)

∫

H1∩Br/2

∣
∣
∑

i w̄i(te1, v)⊖ (β̄⊥(0, v)− Āi(β̄
‖(0, v)))

∣
∣
2

|t|9/4 ≤ C. (8.39)

In particular, we deduce that

∫

H1∩Br/2

∣
∣ū(te1, v)⊖ β̄(0, v)

∣
∣
2

|t|9/4 ≤ C; (8.40)

∫

H1∩Br/2

∣
∣w̄(1)(te1, v)− (qβ̄⊥(0, v)−∑i Āi(β̄

‖(0, v)))
∣
∣
2

|t|9/4 ≤ C; (8.41)

∫

H1∩Br/2

∣
∣w̄(2)(te1, v)− (

∑

iM
T
i β̄

⊥(0, v)−∑i ‖Mi‖2β̄‖(0, v))
∣
∣
2

|t|9/4 ≤ C. (8.42)

Inverting the system corresponding to the latter two estimates (c.f. [7, Proof of Proposition
12.1] or [25, Proof of Theorem 12.2]), this further yields

∫

H1∩Br/2

∣
∣β̄⊥(0, v)− (α1w̄

(1)(te1, v) +B1w̄
(2)(te1, v))

∣
∣
2

|t|9/4 ≤ C; (8.43)

∫

H1∩Br/2

∣
∣β̄‖(0, v)− (BT

2 w̄
(1)(te1, v) + α2w̄

(2)(te1, v))
∣
∣
2

|t|9/4 ≤ C; (8.44)

where α1, α2 ∈ R and B1, B2 : π1 ∩ V ⊥ → π⊥ are linear maps, identified with their matrix
representations.

From (8.40), (8.43) and (8.44) and Proposition 8.7, we therefore deduce that the functions
β̄(0, ·), β̄⊥(0, ·) and β̄‖(0, ·) are traces on V ∩ Br/2 of harmonic functions ū, h̄⊥ := α1w̄

(1) +

B1w̄
(2) and h̄‖ := BT

2 w̄
(1)(te1, v) + α2w̄

(2)(te1, v) respectively.
Since ū(0), h̄⊥(0), h̄‖(0) are all zero, we may thus let

b(v) := ∇V ū(0) · v, b⊥(v) := ∇V h
⊥(0) · v, b‖(v) := ∇V h

‖(0) · v,
which are the linearizations of these traces. The conclusion follows. �
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8.6. Conclusion. In this section we are going to show Proposition 8.1 and Proposition 8.2,
following [9, Section 13.5]. We fix the decay scale ς1 and we will show that this will be
reached at a certain radius, rc or rnc, whether we are in the collapsed or non-collapsed setting,
respectively, via a contradiction argument. We start with Proposition 8.1; we fix a contradiction
sequence Tk, Sk, and Σk as in the previous section and use Proposition 8.6, Proposition 8.4,
and Proposition 8.6 to extract the blow-up limits Āi, w̄i, and find the functions b⊥, b‖ and aci .
As before, without loss of generality we have applied a rotation so that V (Sk) coincide all with
a fixed V and the page H1 ⊂ π1 is common to all the books Sk.

We build a skew-symmetric map of π1 onto itself by mapping

V ⊕ (V ⊥ ∩ π1) ∋ y + x 7→ b‖(y)− (b‖)T (x) .

This skew-symmetric map generates a one-parameter family R[t] of rotations of π1, which we
may extend to all of Rm+n̄ by setting it to be the identity on π⊥

1 and extended linearly. We
next define the rotations

Rk := R

[
E(Tk,Sk,B1)

1/2

ζ(Sk)

]

and observe that these rotations map π1 and π⊥
1 onto themselves.

The rotated cones S′
k := Rk(Sk) are thus a first step towards the cones which will have the

desired decay at the radius rc. We next take the linear functions Ak
i whose graphs over π1 give

the planes πk
i , hence the linear functions ξi, and construct the maps

Lk
i := (Ak

i + E(Tk,Sk,B1)
1/2(aci + b⊥)) ◦R−1

k .

We now split the indices i ∈ {1, . . . , N} in I+ ∪ I− according to Proposition 8.6(d) and end
up defining two multi-valued linear functions:

Lk,+ :=
∑

i∈I+

JLk
i K and Lk,− :=

∑

i∈I−

JLk
i K .

The union of the graph of Lk,+ over H1 and of the graph of Lk,− over −H1 give our final cone
S′′
k. Using the estimate in Proposition 8.4 and Proposition 8.8 we get

lim
k→∞

E(Tk,S
′′
k ,Brc)

E(Tk,Sk,B1)
≤ Cε

for any fixed radius rc smaller than ρ0, where C is a geometric constant, ε is the fixed threshold
with which we apply Proposition 8.8 and ρ0 is the radius given by Proposition 8.8. It is then
obvious that it suffices to choose Cε < ς1 to reach the desired contradiction.

We now pass to the non-collapsed case. Since at this point we know that Proposition 8.1
has been established, for our purposes we can consider the parameter ε⋆c fixed and hence treat
all the constants which depend on it as geometric. Again the argument is by contradiction.
We again assume that ς1 and ε⋆c are given, that rnc is fixed, and that there is absence of decay
by ς1 for sequences Tk, Σk, and Sk. We then apply again Proposition 8.6, Proposition 8.4, and
Proposition 8.8 to get, this time, the maps ūi, a

nc
i , and b.

First of all we consider b as a map from V to V ⊥, we let bT : V ⊥ → V be its transpose, we
again build the skew-symmetric map

V ⊕ V ⊥ ∋ y + x 7→ b(y)− bT (x)

and hence we let t 7→ R[t] be the one parameter family of rotations generated by it. As in the
collapsed case we set

Rk := R[E(Tk,Sk,B1)
1/2]

and we consider the first adjustment to the cones as

S′
k := Rk(Sk) .

Next recall that along the sequence in our previous discussions we were considering Hk
1 to

be always the same half-plane H1 (by applying a suitable rotation), while we were assuming
that Hk

i converges to Hi. We then fix a rotation Ok,i which maps Hk
i to Hi (this can be done
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“canonically” using for instance the argument of [9, Lemma 3.7]). We then define the following
multi-valued maps over H′

k,i := Rk(H
k
i ):

Lk
i := Rk ◦Ok,i ◦ (E(Tk,Sk,B1)

1/2anci ) ◦O−1
k,i ◦R−1

k .

These maps take values on the orthogonal complements of Rk(π
k
i ), where π

k
i is the plane of

dimension m containing Hk
i (i.e. obtained by completing the latter with its reflection along

V = V (Sk). The union of the graphs of these maps gives the new open book S′′
k. Using the

decay in Proposition 8.8, the estimates in Proposition 8.4 and the convergence in Proposition
8.6 we then conclude as before that

lim
k→∞

E(Tk,S
′′
k,Brnc)

E(Tk,Sk,B1)
≤ Cε

for any fixed radius rnc ≤ ρ0, where ε is the fixed threshold chosen for the application of
Proposition 8.8 and ρ0 the corresponding radius given by the proposition in the non-collapsed
case. This time the constant C can also depend on ε⋆c , which however has been previously fixed.
In particular, choosing ε so that Cε < ς1 and rnc = ρ0, we reach the desired contradiction. This
therefore completes the proofs of Proposition 8.1 and Proposition 8.2, and hence completes the
proof of Theorem 1.10. �

9. Proof of Theorem 1.1 and Corollaries

Having now completed the proof of the main excess decay theorem (Theorem 1.10), we now
use it to prove Theorem 1.1 and its corollaries.

Proof of Theorem 1.1. Our proof closely follows those seen in [25] and [21, Theorem 3.1].
Fix ζ = 1

8 , and choose ε0 = ε0(q,m, n, n̄, ζ) ∈ (0, 1/2] as in Theorem 1.10. Let p ∈
sptq(T ) ∩ U be a point at which there is a tangent cone S with an (m− 1)-dimensional spine.
Then, we know that there is a radius r > 0 such that (ιp,r)♯T obeys the assumptions of Theorem
1.10 with the above choice of ε0; in particular, we may assume without loss of generality that
p = 0 and r = 1. Thus, Theorem 1.10 gives that there is some S′ ∈ Bq(0) \ P(0) such that

E(T,S′,Br0) ≤
1

4
E(T,S,B1);

E(T,S′,Br0)

Ep(T,Br0)
≤ 1

4

E(T,S,B1)

Ep(T,B1)
;

dist2(S′ ∩B1,S ∩B1) ≤ CE(T,S,B1);

dist2(V (S) ∩B1, V (S′) ∩B1) ≤ C
E(T,S,B1)

Ep(T,B1)
.

Here, r0 = r0(q,m, n, n̄) ∈ (0, 1/2] and C = C(q,m, n, n̄). We note that since T is assumed
to be close to a non-flat cone, we in fact have Ep(T,Br) ≥ δ > 0 for some fixed δ > 0
independent of r (but dependent on the cone S), and so we could remove the denominators
involving Ep(T,B1) if we wanted to, allowing the constants to depend on S, however we will
keep the more general form of these inequalities for now. In particular, all the assumptions of
Theorem 1.10 still hold with (ι0,r0)♯T , S

′ in place of T,S, respectively, and so we may iterate
this. The outcome is that for each k ∈ {0, 1, 2, . . .}, we find a cone Sk ∈ Bq(0) \ P(0), where
S0 = S, S1 = S′, such that

E(T,Sk+1,Brk+1
0

) ≤ 1

4
E(T,Sk,Brk0

) ≤ · · · ≤ 1

4k+1
E(T,S,B1);

E(T,Sk+1,Brk+1
0

)

Ep(T,Brk+1
0

)
≤ 1

4
·
E(T,Sk,Brk0

)

Ep(T,Brk0
)

≤ · · · ≤ 1

4k+1
· E(T,S,B1)

Ep(T,B1)
;

dist2(Sk+1 ∩B1,Sk ∩B1) ≤ CE(T,Sk,Brk0
) ≤ C

4k
E(T,S,B1); (9.1)

dist2(V (Sk+1) ∩B1, V (Sk) ∩B1) ≤ C
E(T,Sk,Brk0

)

Ep(T,Bk
r0)

≤ C

4k
E(T,S,B1)

Ep(T,B1)
. (9.2)
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Then (9.1) and (9.2) readily imply that the sequences (Sk)k and (V (Sk))k are Cauchy sequences
in the Hausdorff distance topology, and thus we have Sk → S∗ and V (Sk) → V∗ locally in
Hausdorff distance for some S∗ ∈ Bq(0) and (m − 1)-dimensional linear subspace V∗, and
moreover V∗ = V (S∗). Moreover, the triangle inequality gives for each k ∈ {0, 1, 2, . . .},

E(T,S∗,Brk0
) ≤ 1

4k
E(T,S,B1);

E(T,S∗,Brk0
)

Ep(T,Brk0
)

≤ 1

4k
· E(T,S,B1)

Ep(T,B1)
;

dist2(S∗ ∩B1,Sk ∩B1) ≤
C

4k
E(T,S,B1);

dist2(V (S∗) ∩B1, V (Sk) ∩B1) ≤
C

4k
· E(T,S,B1)

Ep(T,B1)
,

the second of which evidently implies that S∗ ∈ Bq(0)\P(0). Moreover, a standard interpola-
tion argument between the geometric sequence of scales r0, r

2
0 , . . . gives the following estimate

for the one-sided excess:

Ê(T,S∗,Br) ≤ Cr2βE(T,S,B1) for all r ∈ (0, 1),

for a suitable β = β(q,m, n, n̄) ∈ (0, 1). This shows that S∗ is the unique tangent cone to T at
0.

We now wish to repeat this argument about any nearby point x with Θ(T, x) ≥ q
2 . In fact,

since Ep(T,B1) ≥ δ > 0 with δ depending on S, and E(T,S,B1) ≤ ε20E
p(T,B1) ≤ Cε20, one can

check (c.f. Proposition 6.4 and the arguments therein) that (ιx,1/2)♯T obeys the assumptions
of Theorem 1.10 (up to increasing ε0 by some fixed amount) for any such x ∈ B1/4. Although
we will only need this in the proof of Corollary 1.3, we remark also that one can check the same
claim without assuming largeness of the planar excess Ep(T,B1), by first pruning the cone via
Lemma 4.1 to get a new cone where the excess is much smaller than the minimal angle in the
pruned cone, and then translating (again, c.f. Proposition 6.4 and the arguments therein).

Thus, what we currently have is that at any point x ∈ S ∩B1/4, i.e. with Θ(T, x) ≥ q
2 , there

exists a cone Sx ∈ Bq(0) \ P(0) with, writing Tx,1/2 = (ιx,1/2)♯T

dist2(Sx ∩B1,S ∩B1) ≤ CE(T,S,B1);

dist2(V (Sx) ∩B1, V (S) ∩B1) ≤ CE(T,S,B1);

Ê(Tx,1/2,Sx,Br) ≤ Cr2βE(T,S,B1) for all r ∈ (0, 1); (9.3)

Ê(Sx, Tx,1/2,Brk0
) ≤ C(rk0 )

2βE(T,S,B1) (9.4)

for all k ∈ {0, 1, 2, . . .}. The uniqueness of the tangent cone Sx follows immediately. Let us
now use (9.3) and (9.4) to verify the remaining claims of the theorem. Indeed, we first claim
that for each y ∈ V (S) ∩B1/8, we have

S ∩ p−1
V (y) 6= ∅ (9.5)

i.e. every slice orthogonal to V (S) contains a point of density at least q
2 . Indeed, if this were

false for some y ∈ V (S) ∩B1/8, then since S ∩B1/8 is a relatively closed subset of B1/8 and
0 ∈ S, we can find r ∈ (0, 1/8) such that

S ∩ {z : |pV (z)− y| < r} = ∅
yet

S ∩ {z ∈ B1/8 : |pV (z)− y| = r} 6= ∅.
But then if we choose x ∈ S ∩{z ∈ B1/8 : |pV (z)− y| = r}, by (9.3) and (9.4), we can recenter
about x at a sufficiently small scale and apply Theorem 3.1 to get a contradiction (as to one
side of x there would be a gap by construction).

Moreover, note that for x ∈ S, for each ρ ∈ (0, 1/4) we see from (9.3) and (9.4) and (6.6)
that

S ∩ {y ∈ Bρ(x) : |p⊥
V (Sx)

| ≥ ρ/8} = ∅.
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This combined with (9.5) implies that for each y ∈ V (S) ∩B1/16, we have that S ∩ p−1
V (y)

is a unique point, and thus we see that

S ∩B1/16 = graph(φ)

is the graph of a function φ : V (S)∩B1/16 → V (S)⊥. Our above decay estimates tell us that φ
is Lipschitz and moreover that, when defined, the tangent space to the graph of φ at (x, φ(x))
is indeed the spine of the corresponding cone Sφ(x) (see for instance [25, (16.33), (16.39)]).

All that remains is to show that φ is C1,β ; indeed, once we have this we have already justified
the other claims. For this, we can take two points x1, x2 ∈ S ∩B1/16 and recenter T at x1 and

rescale by 1
2r

k
0 , where k is such that rk+1

0 < 2|x1 − x2| ≤ rk0 , i.e. consider T̃ = (ιx1,
1
2 r

k
0
)♯T .

The proof is then completed by noting that the point x̃ := 2(x2−x1)

rk0
is in the support of T̃

and has density q
2 , and so we may apply the previous iteration argument based on Theorem

1.10 to T̃ at x̃. This gives a unique tangent cone to T̃ at x̃, which we can then relate back
to the tangent cone to T at x2 by rescaling and translation. The above estimates established
from the application of Theorem 1.10 then give the desired C1,β control required to deduce
the regularity of φ. We omit the details here and refer the readers to similar arguments in,
for example, [25, (16.39) – (16.51)] or [6, Proof of Corollary 13.1]. This completes the proof of
Theorem 1.1. �

Corollary 1.2 follows from Theorem 1.1 and the main results in [8]. Finally, Corollary 1.3
follows from the argument given in the proof of Theorem 1.1, using the additional information
that all the multiplicities in the cone are 1, and thus Allard’s regularity theorem applies to
give a full sheeting on a neighbourhood of S (using the notation from Theorem 1.1) as well
as away from S. The argument is essentially identical to that in [25, Theorem 16.1] (see also
[21, Theorem 3.1]), and so we omit the details. �
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