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#### Abstract

We establish the fundamental limits of lossless analog compression by considering the recovery of arbitrary random vectors $\mathbf{x} \in \mathbb{R}^{m}$ from the noiseless linear measurements $\mathbf{y}=\boldsymbol{A} \mathbf{x}$ with measurement matrix $\boldsymbol{A} \in \mathbb{R}^{n \times m}$. Our theory is inspired by the groundbreaking work of Wu and Verdú (2010) on almost lossless analog compression, but applies to the nonasymptotic, i.e., fixed- $m$ case, and considers zero error probability. Specifically, our achievability result states that, for Lebesgue-almost all $\boldsymbol{A}$, the random vector $\mathbf{x}$ can be recovered with zero error probability provided that $n>K(\mathbf{x})$, where the description complexity $K(\mathbf{x})$ is given by the infimum of the lower modified Minkowski dimensions over all support sets $\mathcal{U}$ of $\mathbf{x}$ (i.e., sets $\mathcal{U} \subseteq \mathbb{R}^{m}$ with $\mathrm{P}[\mathbf{x} \in \mathcal{U}]=1$ ). We then particularize this achievability result to the class of $s$-rectifiable random vectors as introduced in Koliander et al. (2016); these are random vectors of absolutely continuous distribution-with respect to the $s$-dimensional Hausdorff measure-supported on countable unions of $s$-dimensional $C^{1}$-submanifolds of $\mathbb{R}^{m}$. Countable unions of $C^{1}$-submanifolds include essentially all signal models used in the compressed sensing literature such as the standard union of subspaces model underlying much of compressed sensing theory and spectrum-blind sampling, smooth manifolds, block-sparsity, and low-rank matrices as considered in the matrix completion problem. Specifically, we prove that, for Lebesgue-almost all $\boldsymbol{A}, s$-rectifiable random vectors $\mathbf{x}$ can be recovered with zero error probability from $n>s$ linear measurements. This threshold is, however, found not to be tight as exemplified by the construction of an $s$-rectifiable random vector that can be recovered with zero error probability from $n<s$ linear measurements. This leads us to the introduction of the new class of $s$-analytic random vectors, which admit a strong converse in the sense of $n \geq s$ being necessary for recovery with probability of error smaller than one. The central conceptual tool in the development of our theory is geometric measure theory.


The material in this paper was presented in part at the 2016 IEEE International Symposium on Information Theory [1].

## I. InTRODUCTION

Compressed sensing [2]-[6] deals with the recovery of unknown sparse vectors $\boldsymbol{x} \in \mathbb{R}^{m}$ from a small (relative to $m$ ) number, $n$, of linear measurements of the form $\boldsymbol{y}=\boldsymbol{A} \boldsymbol{x}$, where $\boldsymbol{A} \in \mathbb{R}^{n \times m}$ is the measurement matrix ${ }^{1}$ Known recovery guarantees can be categorized as deterministic, probabilistic, and information-theoretic. The literature in all three categories is abundant and the ensuing overview is hence necessarily highly incomplete, yet representative.

Deterministic results, such as those in [2], [6]-[10], are uniform in the sense of applying to all $s$ sparse vectors $\boldsymbol{x}$ for a fixed measurement matrix $\boldsymbol{A}$. Typical guarantees say that $s$-sparse vectors $\boldsymbol{x}$ can be recovered through convex optimization algorithms or greedy algorithms provided that $s<\frac{1}{2}(1+1 / \mu)$, where $\mu$ denotes the coherence of $\boldsymbol{A}$, i.e., the largest (in absolute value) inner product of any two different columns of $\boldsymbol{A}$. The Welch bound [11] implies that the minimum number of linear measurements, $n$, required for uniform recovery is of order $s^{2}$, a result known as the "square-root bottleneck."

Probabilistic results are either based on random ${ }^{2}$ measurement matrices $\mathbf{A}$ [3]-[5], [12]-[15] or deterministic $\boldsymbol{A}$ and random $s$-sparse vectors $\mathbf{x}$ [13], [14] and typically state that $s$-sparse vectors can be recovered, again using convex optimization algorithms or greedy algorithms, with high probability, provided that $n$ is of order $s \log m$.

An information-theoretic framework for compressed sensing, fashioned as an almost lossless analog compression problem, was developed by Wu and Verdú [16], [17]. Specifically, [16] derives asymptotic (in $m$ ) achievability results and converses for linear encoders and measurable decoders, measurable encoders and Lipschitz continuous decoders, and continuous encoders and continuous decoders. For the particular case of linear encoders and measurable decoders, [16] shows that, asymptotically in $m$, for Lebesgue almost all (a.a.) measurement matrices $\boldsymbol{A}$, the random vector $\mathbf{x}$ can be recovered with arbitrarily small probability of error from $n=\lfloor R m\rfloor$ linear measurements, provided that $R>R_{\mathrm{B}}$, where $R_{\mathrm{B}}$ denotes the Minkowski dimension compression rate [16, Definition 10] of the random process generating $\mathbf{x}$. For the special case of $\mathbf{x}$ with independent and identically distributed (i.i.d.) discrete-continuous mixture entries, a matching converse exists. Discrete-continuous mixture distributions $\rho \mu^{\mathrm{c}}+(1-\rho) \mu^{\mathrm{d}}$ are relevant as they mimic sparse vectors for large $m$. In particular, if the discrete part $\mu^{\mathrm{d}}$ is a Dirac measure at $\mathbf{0}$, then the nonzero entries of $\mathbf{x}$ can be generated only by the continuous part $\mu^{\mathrm{c}}$, and the fraction of nonzero entries in $\mathbf{x}$ converges-in probability-to $\rho$ as $m$ tends to infinity. A nonasymptotic, i.e., fixed- $m$, statement in [16] says that a.a. (with respect to a $\sigma$-finite Borel measure on $\mathbb{R}^{m}$ ) $s$-sparse random vectors can be

[^0]recovered with zero error probability provided that $n>s$. Again, this result holds for Lebesgue a.a. measurement matrices $\boldsymbol{A} \in \mathbb{R}^{n \times m}$. A corresponding converse does not seem to be available.

Contributions. We establish the fundamental limits of lossless, i.e., zero error probability, analog compression in the nonasymptotic, i.e., fixed- $m$, regime for arbitrary random vectors $\mathbf{x} \in \mathbb{R}^{m}$. Specifically, we show that $\mathbf{x}$ can be recovered with zero error probability provided that $n>K(\mathbf{x})$, with the description complexity $K(\mathbf{x})$ given by the infimum of the lower modified Minkowski dimensions over all support sets $\mathcal{U}$ of $\mathbf{x}$, i.e., all sets $\mathcal{U} \subseteq \mathbb{R}^{m}$ with $\mathrm{P}[\mathbf{x} \in \mathcal{U}]=1$. This statement holds for Lebesgue-a.a. measurement matrices. Lower modified Minkowski dimension vastly generalizes the notion of $s$-sparsity and allows for arbitrary support sets that are not necessarily finite unions of $s$-dimensional linear subspaces. For $s$-sparse vectors, we get the recovery guarantee $n>s$ showing that our information-theoretic thresholds suffer neither from the square-root bottleneck nor from a $\log m$-factor. We hasten to add, however, that we do not specify explicit decoders that achieve these thresholds, rather we provide existence results absent computational considerations. The central conceptual element in the proof of our achievability result is the probabilistic null-space property first reported in [18]. We emphasize that it is the usage of modified Minkowski dimension, as opposed to Minkowski dimension [16], [18], that allows us to obtain achievability results for zero error probability. The asymptotic achievability result for linear encoders in [16] can be recovered in our framework.

We particularize our achievability result to $s$-rectifiable random vectors $\mathbf{x}$ as introduced in [19]; these are random vectors supported on countable unions of $s$-dimensional $C^{1}$-submanifolds of $\mathbb{R}^{m}$ and of absolutely continuous-with respect to $s$-dimensional Hausdorff measure-distribution. Countable unions of $C^{1}$-submanifolds include numerous signal models prevalent in the compressed sensing literature, namely, the standard union of subspaces model underlying much of compressed sensing theory [20], [21] and spectrum-blind sampling [22], [23], smooth manifolds [24], block-sparsity [25]-[27], and lowrank matrices as considered in the matrix completion problem [28]-[30]. Our achievability result shows that $s$-rectifiable random vectors can be recovered with zero error probability provided that $n>s$. Again, this statement holds for Lebesgue-a.a. measurement matrices. Absolute continuity with respect to $s$-dimensional Hausdorff measure is a regularity condition ensuring that the distribution is not too concentrated; in particular, sets of Hausdorff dimension $t<s$ are guaranteed to carry zero probability mass. One would therefore expect $n \geq s$ to be necessary for zero error recovery of $s$-rectifiable random vectors. It turns out, however, that, perhaps surprisingly, this is not the case in general. An example elucidating this phenomenon constructs a set $\mathcal{G} \subseteq \mathbb{R}^{2}$ of positive 2 -dimensional Hausdorff measure that can be compressed linearly in a one-to-one fashion into $\mathbb{R}$. This will then be seen to lead to the statement that every 2 -rectifiable random vector of distribution absolutely continuous with respect to 2 -dimensional

Hausdorff measure restricted to $\mathcal{G}$ can be recovered with zero error probability from a single linear measurement. What renders this result surprising is that all this is possible even though $\mathcal{G}$ contains the image of a Borel set in $\mathbb{R}^{2}$ of positive Lebesgue measure under a $C^{\infty}$-embedding. The picture changes completely when the embedding is real analytic. Specifically, we show that if a set $\mathcal{U} \subseteq \mathbb{R}^{m}$ contains the real analytic embedding of a Borel set in $\mathbb{R}^{s}$ of positive Lebesgue measure, it can not be compressed linearly (in fact, not even through a nonlinear real analytic mapping) in a one-to-one fashion into $\mathbb{R}^{n}$ with $n<s$. This leads to the new concept of $s$-analytic random vectors, which allows a strong converse in the sense of $n \geq s$ being necessary for recovery of $\mathbf{x}$ with probability of error smaller than one. The qualifier "strong" refers to the fact that recovery from $n<s$ linear measurements is not possible even if we allow an arbitrary positive error probability strictly smaller than one. The only strong converse available in the literature applies to random vectors $\mathbf{x}$ with i.i.d. discrete-continuous mixture entries [16].

Organization of the paper. In Section III, we present our achievability results, with the central statement in Theorem II.1. Section III particularizes these results to $s$-rectifiable random vectors and presents the 2-rectifiable example random vectors that can be recovered with zero error probability from a single linear measurement. In Section IV, we introduce and characterize the new class of $s$-analytic random vectors and we derive a corresponding strong converse, stated in Theorem IV.1. Sections V-VII contain the proofs of the main technical results stated in Sections $I T$. Appendices $A$ contain proofs of further technical results stated in the main body of the paper. In Appendices $\mathrm{H}, \mathrm{K}$, we summarize concepts and basic results from (geometric) measure theory, the theory of set-valued functions, sequences of functions in several variables, and real analytic mappings, all needed throughout the paper. The reader not familiar with these results is advised to consult the corresponding appendices before studying the proofs of our main results. These appendices also contain new results, which are highly specific and would disrupt the flow of the paper if presented in the main body.

Notation. We use capital boldface roman letters $\boldsymbol{A}, \boldsymbol{B}, \ldots$ to denote deterministic matrices and lowercase boldface roman letters $\boldsymbol{a}, \boldsymbol{b}, \ldots$ to designate deterministic vectors. Random matrices and vectors are set in sans-serif font, e.g., $\mathbf{A}$ and $\mathbf{x}$. The $m \times m$ identity matrix is denoted by $\boldsymbol{I}_{m}$. We write $\operatorname{rank}(\boldsymbol{A})$ and $\operatorname{ker}(\boldsymbol{A})$ for the rank and the kernel of $\boldsymbol{A}$, respectively. For the matrix $\boldsymbol{A}, \operatorname{spark}(\boldsymbol{A})$ is the smallest number $k$ such that there exists a set of $k$ column vectors of $\boldsymbol{A}$ that are linearly dependent. The superscript ${ }^{\top}$ stands for transposition. The $i$-th unit vector is denoted by $\boldsymbol{e}_{i}$. For a vector $\boldsymbol{x} \in \mathbb{R}^{m},\|\boldsymbol{x}\|_{2}=\sqrt{\boldsymbol{x}^{\top} \boldsymbol{x}}$ is its Euclidean norm and $\|\boldsymbol{x}\|_{0}$ denotes the number of nonzero entries of $\boldsymbol{x}$. For the set $\mathcal{A}$, we write $\operatorname{card}(\mathcal{A})$ for its cardinality, $\overline{\mathcal{A}}$ for its closure, $2^{\mathcal{A}}$ for its power set, and $\mathbb{1}_{\mathcal{A}}$ for the indicator function on $\mathcal{A}$. With $\mathcal{A} \subseteq \mathbb{R}^{m}$ and $\mathcal{B} \subseteq \mathbb{R}^{n}$, we let $\mathcal{A} \times \mathcal{B}=\{(\boldsymbol{a}, \boldsymbol{b}): \boldsymbol{a} \in \mathcal{A}, \boldsymbol{b} \in \mathcal{B}\}$ and $\mathcal{A} \otimes \mathcal{B}=\{\boldsymbol{a} \otimes \boldsymbol{b}: \boldsymbol{a} \in \mathcal{A}, \boldsymbol{b} \in \mathcal{B}\}$, where $\otimes$ denotes the Kronecker product. For $\mathcal{A}, \mathcal{B} \subseteq \mathbb{R}^{m}$, we write $\mathcal{A} \subsetneq \mathcal{B}$ to express that $\mathcal{A} \subseteq \mathcal{B}$
with $\mathcal{A} \neq \mathcal{B}$ and let $\mathcal{A} \ominus \mathcal{B}=\{\boldsymbol{a}-\boldsymbol{b}: \boldsymbol{a}, \boldsymbol{b} \in \mathcal{B}\}$. For the Euclidean space $\left(\mathbb{R}^{k},\|\cdot\|_{2}\right.$ ), we designate the open ball of radius $\rho$ centered at $\boldsymbol{u} \in \mathbb{R}^{k}$ by $\mathcal{B}_{k}(\boldsymbol{u}, \rho)$, and use $V(k, \rho)$ to refer to its volume. We write $\mathscr{S}(\mathcal{X})$ for a general $\sigma$-algebra on $\mathcal{X}, \mathscr{B}(\mathcal{X})$ for the Borel $\sigma$-algebra on a topological space $\mathcal{X}$, and $\mathscr{L}\left(\mathbb{R}^{m}\right)$ for the Lebesgue $\sigma$-algebra on $\mathbb{R}^{m}$. The product $\sigma$-algebra of $\mathscr{S}(\mathcal{X})$ and $\mathscr{S}(\mathcal{Y})$ is denoted by $\mathscr{S}(\mathcal{X}) \otimes \mathscr{S}(\mathcal{Y})$. For measures $\mu$ and $\nu$ on the same measurable space, we denote absolute continuity of $\mu$ with respect to $\nu$ by $\mu \ll \nu$. We write $\mu \times \nu$ for the product measure of $\mu$ and $\nu$. The Lebesgue measure on $\mathbb{R}^{k}$ and $\mathbb{R}^{k \times l}$ is designated as $\lambda^{k}$ and $\lambda^{k \times l}$, respectively. The distribution of a random vector $\mathbf{x}$ is denoted by $\mu_{\mathbf{x}}$. If $f: \mathbb{R}^{k} \rightarrow \mathbb{R}^{l}$ is differentiable, we write $D f(\boldsymbol{v}) \in \mathbb{R}^{l \times k}$ for its differential at $\boldsymbol{v} \in \mathbb{R}^{k}$ and define the $\min (k, l)$-dimensional Jacobian $J f(\boldsymbol{v})$ at $\boldsymbol{v} \in \mathbb{R}^{k}$ by $J f(\boldsymbol{v})=\sqrt{\operatorname{det}\left(D f(\boldsymbol{v})(D f(\boldsymbol{v}))^{\top}\right)}$ if $l<k$ and by $J f(\boldsymbol{v})=\sqrt{\operatorname{det}\left((D f(\boldsymbol{v}))^{\top} D f(\boldsymbol{v})\right)}$ if $l \geq k$. For an open set $\mathcal{U} \subseteq \mathbb{R}^{k}$, a differentiable mapping $f: \mathcal{U} \rightarrow \mathbb{R}^{l}$, where $l \geq k$, is called an immersion if $\operatorname{Jf}(\boldsymbol{v})>0$ for all $\boldsymbol{v} \in \mathcal{U}$. A one-to-one immersion is referred to as an embedding. For a mapping $f$, we write $f \equiv \mathbf{0}$ if it is identically zero and $f \not \equiv \mathbf{0}$ otherwise. For $f: \mathcal{U} \rightarrow \mathcal{V}$ and $g: \mathcal{V} \rightarrow \mathcal{W}$, the composition $g \circ f: \mathcal{U} \rightarrow \mathcal{W}$ is defined as $(g \circ f)(x)=g(f(x))$ for all $x \in \mathcal{U}$. For $f: \mathcal{U} \rightarrow \mathcal{V}$ and $\mathcal{A} \subseteq \mathcal{U},\left.f\right|_{\mathcal{A}}$ denotes the restriction of $f$ to $\mathcal{A}$. For $f: \mathcal{U} \rightarrow \mathcal{V}$ and $\mathcal{B} \subseteq \mathcal{V}$, we set $f^{-1}(\mathcal{B})=\{x \in \mathcal{U}: f(x) \in \mathcal{B}\}$.

## II. Achievability

In classical compressed sensing theory [3]-[6] one typically deals with the recovery of $s$-sparse vectors $\boldsymbol{x} \in \mathbb{R}^{m}$, i.e., vectors $\boldsymbol{x}$ that are supported on a finite union of $s$-dimensional linear subspaces of $\mathbb{R}^{m}$. The purpose of this paper is the development of a comprehensive theory of signal recovery in the sense of allowing arbitrary support sets $\mathcal{U}$, which are not necessarily unions of (a finite number of) linear subspaces of $\mathbb{R}^{m}$. Formalizing this idea requires a suitable dimension measure for general nonempty sets. There is a rich variety of dimension measures available in the literature [31]-[33]. Our choice will be guided by the requirement of information-theoretic operational significance. Specifically, the dimension measure should allow the formulation of nonasymptotic, i.e., fixed- $m$, achievability results with zero error probability. Modified Minkowski dimension will turn out to meet these requirements.

We first recall the definitions of Minkowski dimension and modified Minkowski dimension, compare the two concepts, and state the basic properties of modified Minkowski dimension needed in the remainder of the paper.

Definition II.1. (Minkowski dimension] [32, Section 3.1] For $\mathcal{U} \subseteq \mathbb{R}^{m}$ nonempty, the lower and upper

[^1]Minkowski dimension of $\mathcal{U}$ are defined as

$$
\begin{equation*}
\underline{\operatorname{dim}}_{\mathrm{B}}(\mathcal{U})=\liminf _{\rho \rightarrow 0} \frac{\log N_{\mathcal{U}}(\rho)}{\log \frac{1}{\rho}} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\operatorname{dim}}_{\mathrm{B}}(\mathcal{U})=\limsup _{\rho \rightarrow 0} \frac{\log N_{\mathcal{U}}(\rho)}{\log \frac{1}{\rho}} \tag{2}
\end{equation*}
$$

respectively, where

$$
\begin{equation*}
N_{\mathcal{U}}(\rho)=\min \left\{k \in \mathbb{N}: \mathcal{U} \subseteq \bigcup_{i \in\{1, \ldots, k\}} \mathcal{B}_{m}\left(\boldsymbol{u}_{i}, \rho\right), \boldsymbol{u}_{i} \in \mathbb{R}^{m}\right\} \tag{3}
\end{equation*}
$$

is the covering number of $\mathcal{U}$ for radius $\rho$. If $\underline{\operatorname{dim}}_{\mathrm{B}}(\mathcal{U})=\overline{\operatorname{dim}}_{\mathrm{B}}(\mathcal{U})$, this common value, denoted by $\operatorname{dim}_{\mathrm{B}}(\mathcal{U})$, is the Minkowski dimension of $\mathcal{U}$.

Definition II.2. (Modified Minkowski dimension) [32, Section 3.3] For $\mathcal{U} \subseteq \mathbb{R}^{m}$ nonempty, the lower and upper modified Minkowski dimension of $\mathcal{U}$ are defined as

$$
\begin{equation*}
\underline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U})=\inf \left\{\sup _{i \in \mathbb{N}} \underline{\operatorname{dim}}_{\mathrm{B}}\left(\mathcal{U}_{i}\right): \mathcal{U} \subseteq \bigcup_{i \in \mathbb{N}} \mathcal{U}_{i}\right\} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\overline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U})=\inf \left\{\sup _{i \in \mathbb{N}} \overline{\operatorname{dim}}_{\mathrm{B}}\left(\mathcal{U}_{i}\right): \mathcal{U} \subseteq \bigcup_{i \in \mathbb{N}} \mathcal{U}_{i}\right\} \tag{5}
\end{equation*}
$$

respectively, where in both cases the infimum is over all possible coverings $\left\{\mathcal{U}_{i}\right\}_{i \in \mathbb{N}}$ of $\mathcal{U}$ by nonempty compact sets $\mathcal{U}_{i}$. If $\underline{\operatorname{dim}_{M B}}(\mathcal{U})=\overline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U})$, this common value, denoted by $\operatorname{dim}_{\mathrm{MB}}(\mathcal{U})$, is the modified Minkowski dimension of $\mathcal{U}$.

The main properties of modified Minkowski dimension are summarized in Lemma H.12. In particular, $\underline{\operatorname{dim}}_{\mathrm{MB}}(\cdot) \leq \underline{\operatorname{dim}}_{\mathrm{B}}(\cdot)$ and $\overline{\operatorname{dim}}_{\mathrm{MB}}(\cdot) \leq \overline{\operatorname{dim}}_{\mathrm{B}}(\cdot)$. Upper modified Minkowski dimension has the advantage of being countably stable, a key property we will use frequently. In contrast, upper Minkowski dimension is only finitely stable [32, Section 3.2 , Property (iii)]. For example, all countable subsets of $\mathbb{R}^{m}$ have modified Minkowski dimension zero (as a single point in $\mathbb{R}^{m}$ has Minkowski dimension zero); the situation is different for Minkowski dimension as it does not respect countable unions:

Example II.1. [32, Example 3.5] Let $\mathcal{F}=\{0,1 / 2,1 / 3, \ldots\}$. Then, $\operatorname{dim}_{\mathrm{MB}}(\mathcal{F})=0<\operatorname{dim}_{\mathrm{B}}(\mathcal{F})=1 / 2$.

Minkowski dimension and modified Minkowski dimension also behave differently for unbounded sets. Specifically, by monotonicity of (upper) modified Minkowski dimension, $\underline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{A}) \leq \overline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{A}) \leq$ $\operatorname{dim}_{\mathrm{MB}}\left(\mathbb{R}^{m}\right)=m$ for all $\mathcal{A} \subseteq \mathbb{R}^{m}$, in particular also for unbounded sets, whereas $\underline{\operatorname{dim}}_{\mathrm{B}}(\mathcal{A})=$
$\overline{\operatorname{dim}}_{\mathrm{B}}(\mathcal{A})=\infty$ for all unbounded sets $\mathcal{A}$ as a consequence of $N_{\mathcal{A}}(\rho)=\infty$ for all $\rho \in(0, \infty)$. Working with lower modified Minkowski dimension will allow us to consider arbitrary random vectors, regardless of whether they admit bounded support sets or not.

The following example shows that modified Minkowski dimension agrees with the sparsity notion used in classical compressed sensing theory.

Example II.2. Let $\mathcal{T}_{1}, \ldots, \mathcal{T}_{k}$ be linear subspaces of $\mathbb{R}^{m}$ with their Euclidean dimensions $\operatorname{dim}\left(\mathcal{T}_{i}\right)$ satisfying

$$
\begin{equation*}
\max _{i \in\{1, \ldots, k\}} \operatorname{dim}\left(\mathcal{T}_{i}\right)=s \tag{6}
\end{equation*}
$$

and consider the union

$$
\begin{equation*}
\mathcal{U}=\bigcup_{i=1}^{k} \mathcal{T}_{i} \tag{7}
\end{equation*}
$$

As every linear subspace is a smooth submanifold of $\mathbb{R}^{m}$, it follows from Properties i), ii), and v) of Lemma H. 12 that $\operatorname{dim}_{\mathrm{MB}}(\mathcal{U})=s$. In the union of subspaces model prevalent in compressed sensing theory [3]-[6], the subspaces $\mathcal{T}_{i}$ correspond to different sparsity patterns, each of cardinality equal to the sparsity level $s$.

The aim of the present paper is to develop a theory of lossless analog compression for arbitrary random vectors $\mathbf{x} \in \mathbb{R}^{m}$. An obvious choice for the stochastic equivalent of the sparsity level $s$ is the stochastic sparsity level $S(\mathbf{x})$ defined as

$$
\begin{equation*}
S(\mathbf{x})=\min \left\{s: \exists \mathcal{T}_{1}, \ldots, \mathcal{T}_{k} \text { with } \mathrm{P}\left[\mathbf{x} \in \bigcup_{i=1}^{k} \mathcal{T}_{i}\right]=1 \text { and } \max _{i \in\{1, \ldots, k\}} \operatorname{dim}\left(\mathcal{T}_{i}\right)=s\right\} \tag{8}
\end{equation*}
$$

where every $\mathcal{T}_{i}$ is a linear subspace of $\mathbb{R}^{m}$. This definition is, however, specific to the union of linear subspaces structure. The theory we develop here requires a more general notion of description complexity, which we define in terms of lower modified Minkowski dimension according to

$$
\begin{equation*}
K(\mathbf{x})=\inf \left\{\underline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U}): \mathcal{U} \subseteq \mathbb{R}^{m}, \mathrm{P}[\mathbf{x} \in \mathcal{U}]=1\right\} \tag{9}
\end{equation*}
$$

Sets satisfying $\mathrm{P}[\mathbf{x} \in \mathcal{U}]=1$ are hereafter referred to as support sets of $\mathbf{x}$. While the definition of $S(\mathbf{x})$ involves minimization of Euclidean dimensions of linear subspaces, $K(\mathbf{x})$ is defined by minimizing the lower modified Minkowski dimensions of general support sets. The definitions (8) and (9) imply directly that $K(\mathbf{x}) \leq S(\mathbf{x})$ for all random vectors $\mathbf{x} \in \mathbb{R}^{m}$ (cf. Example II.2). We will see in Section III that this inequality can actually be strict.

Next, we show that application of a locally Lipschitz map can not increase the random vector's description complexity. This result will allow us to construct random vectors with low description
complexity out of existing ones simply by applying locally Lipschitz mappings. The formal statement is as follows.

Lemma II.1. Let $\mathbf{x} \in \mathbb{R}^{k}$ and $f: \mathbb{R}^{k} \rightarrow \mathbb{R}^{m}$ be locally Lipschitz. Then, $K(f(\mathbf{x})) \leq K(\mathbf{x})$.

Proof.

$$
\begin{align*}
K(f(\mathbf{x})) & =\inf \left\{\underline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{V}): \mathcal{V} \subseteq \mathbb{R}^{m}, \mathrm{P}[f(\mathbf{x}) \in \mathcal{V}]=1\right\}  \tag{10}\\
& =\inf \left\{\underline{\operatorname{dim}}_{\mathrm{MB}}(f(\mathcal{U})): \mathcal{U} \subseteq \mathbb{R}^{k}, \mathrm{P}[\mathbf{x} \in \mathcal{U}]=1\right\}  \tag{11}\\
& \leq \inf \left\{\underline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U}): \mathcal{U} \subseteq \mathbb{R}^{k}, \mathrm{P}[\mathbf{x} \in \mathcal{U}]=1\right\}  \tag{12}\\
& =K(\mathbf{x}), \tag{13}
\end{align*}
$$

where (12) follows from Property iv) of Lemma H.12.
When the mapping $f$ is locally bi-Lipschitz, the description complexity remains unchanged:
Corollary II.1. Let $\mathbf{x} \in \mathbb{R}^{m}$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ be locally bi-Lipschitz, i.e., $f$ is invertible and both $f$ and $f^{-1}$ are locally Lipschitz. Then, $K(\mathbf{x})=K(f(\mathbf{x}))$.

Proof. $K(\mathbf{x})=K\left(\left(f^{-1} \circ f\right)(\mathbf{x})\right) \leq K(f(\mathbf{x})) \leq K(\mathbf{x})$, where we applied Lemma II.1 twice.
As a consequence of Corollary II.1, the description complexity $K(\mathbf{x})$ is invariant under a basis change. Our main achievability result can now be formulated as follows.

Theorem II.1. (Achievability) For $\mathbf{x} \in \mathbb{R}^{m}, n>K(\mathbf{x})$ is sufficient for the existence of a Borel measurable mapping $g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, referred to as (measurable) decoder, satisfying

$$
\begin{equation*}
\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}]=0 \quad \text { for } \lambda^{n \times m} \text {-a.a. } \boldsymbol{A} \in \mathbb{R}^{n \times m} . \tag{14}
\end{equation*}
$$

Proof. See Section V.
Theorem [II.1 generalizes the achievability result for linear encoders in [16] in the sense of being nonasymptotic (i.e., it applies for finite $m$ ) and guaranteeing zero error probability.

The central conceptual element in the proof of Theorem [II. 1 is the following probabilistic null-space property for arbitrary (possibly unbounded) nonempty sets, first reported in [18] for bounded sets and expressed in terms of lower Minkowski dimension: If the lower modified Minkowski dimension of a nonempty set $\mathcal{U}$ is smaller than $n$, then, for $\lambda^{n \times m}$-a.a. measurement matrices $\boldsymbol{A} \in \mathbb{R}^{n \times m}$, the set $\mathcal{U}$ intersects the $(m-n)$-dimensional kernel of $\boldsymbol{A}$ at most trivially. What is remarkable here is that the
notions of Euclidean dimension (for the kernel of the mapping induced by $\boldsymbol{A}$ ) and of lower modified Minkowski dimension (for $\mathcal{U}$ ) are compatible. The formal statement is as follows.

Proposition II.1. Let $\mathcal{U} \subseteq \mathbb{R}^{m}$ be nonempty with $\underline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U})<n$. Then,

$$
\begin{equation*}
\operatorname{ker}(\boldsymbol{A}) \cap(\mathcal{U} \backslash\{\mathbf{0}\})=\emptyset \quad \text { for } \lambda^{n \times m} \text {-a.a. } \boldsymbol{A} \in \mathbb{R}^{n \times m} \tag{15}
\end{equation*}
$$

Proof. By definition of lower modified Minkowski dimension, there exists a covering $\left\{\mathcal{U}_{i}\right\}_{i \in \mathbb{N}}$ of $\mathcal{U}$ by nonempty compact sets $\mathcal{U}_{i}$ with $\underline{\operatorname{dim}}_{\mathrm{B}}\left(\mathcal{U}_{i}\right)<n$ for all $i \in \mathbb{N}$. The countable subadditivity of Lebesgue measure now implies that

$$
\begin{equation*}
\lambda^{n \times m}\left\{\boldsymbol{A} \in \mathbb{R}^{n \times m}: \operatorname{ker}(\boldsymbol{A}) \cap(\mathcal{U} \backslash\{\mathbf{0}\}) \neq \emptyset\right\} \leq \sum_{i \in \mathbb{N}} \lambda^{n \times m}\left\{\boldsymbol{A} \in \mathbb{R}^{n \times m}: \operatorname{ker}(\boldsymbol{A}) \cap\left(\mathcal{U}_{i} \backslash\{\mathbf{0}\}\right) \neq \emptyset\right\} . \tag{16}
\end{equation*}
$$

The proof is concluded by noting that [18, Proposition 1] with $\operatorname{dim}_{\mathrm{B}}\left(\mathcal{U}_{i}\right)<n$ for all $i \in \mathbb{N}$ implies that every term in the sum on the right-hand side of (16) equals zero.

We close this section by elucidating the level of generality of our theory through particularization of the achievability result Theorem II.1 to random vectors supported on attractor sets of systems of contractions as defined below. Such sets include the Cantor sets, Sierpinski gaskets, the modified Koch curves, and many other fractals. For an excellent in-depth treatment of attractor sets of systems of contractions, the interested reader is referred to [32, Section 9]. The formal definition is as follows. Let $\mathcal{A} \subseteq \mathbb{R}^{m}$ be closed. For $i=1, \ldots, k$, consider $s_{i}: \mathcal{A} \rightarrow \mathcal{A}$ and $c_{i} \in(0,1)$ such that

$$
\begin{equation*}
\left\|s_{i}(\boldsymbol{u})-s_{i}(\boldsymbol{v})\right\|_{2} \leq c_{i}\|\boldsymbol{u}-\boldsymbol{v}\|_{2} \quad \text { for all } \boldsymbol{u}, \boldsymbol{v} \in \mathcal{A} . \tag{17}
\end{equation*}
$$

Such mappings are called contractions. By [32, Theorem 9.1], there exists a unique compact set $\mathcal{K} \subseteq \mathcal{A}$, referred to as attractor set, such that

$$
\begin{equation*}
\mathcal{K}=\bigcup_{i=1}^{k} s_{i}(\mathcal{K}) \tag{18}
\end{equation*}
$$

Thanks to [32, Proposition 9.6], $\overline{\operatorname{dim}}_{\mathrm{B}}(\mathcal{K}) \leq d$, where $d>0$ is the unique solution of

$$
\begin{equation*}
\sum_{i=1}^{k} c_{i}^{d}=1 \tag{19}
\end{equation*}
$$

If, in addition, $\mathcal{K}$ satisfies the open set condition [32, Equation (9.11)], then $\operatorname{dim}_{\mathrm{B}}(\mathcal{K})=d$ by [32, Theorem 9.3]. Cantor sets, Sierpinski gaskets, and the modified Koch curves all meet the open set condition [32, Section 9]. As $\operatorname{dim}_{\mathrm{MB}}(\mathcal{K}) \leq \overline{\operatorname{dim}}_{\mathrm{B}}(\mathcal{K})$ by Property iii) of Lemma H.12, every $\mathbf{x} \in \mathbb{R}^{m}$ such that $\mathrm{P}[\mathbf{x} \in \mathcal{K}]=1$ has description complexity $K(\mathbf{x}) \leq d$.

We finally note that for self-similar distributions on attractor sets $\mathcal{K}$ satisfying the open set condition [32, Equation (9.11)], an achievability result in terms of information dimension was reported in [16].

## III. Rectifiable Sets and Rectifiable Random Vectors

The signal models employed in classical compressed sensing [3], [4], model-based compressed sensing [21], and block-sparsity [25]-[27] all fall under the rubric of unions of linear subspaces. More general prevalent signal models in sparse signal recovery theory include finite unions of smooth manifolds, either in explicit form as in [24] or implicitly in the context of low-rank matrix recovery [28]-[30]. All these models are subsumed by the countable unions of $C^{1}$-manifolds structure, formalized next using the notion of rectifiable sets. We start with the definition of rectifiable sets.

Definition III.1. (Rectifiable sets) [34, Definition 3.2.14] For $s \in \mathbb{N}$, a nonempty set $\mathcal{U} \subseteq \mathbb{R}^{m}$ is
i) $s$-rectifiable if there exist a compact set $\mathcal{A} \subseteq \mathbb{R}^{s}$ and a Lipschitz mapping $\varphi: \mathcal{A} \rightarrow \mathbb{R}^{m}$ such that $\mathcal{U}=\varphi(\mathcal{A})$,
ii) countably $s$-rectifiable if it is the countable union of $s$-rectifiable sets,
iii) countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable if it is $\mathscr{H}^{s}$-measurable and there exists a countably $s$-rectifiable set $\mathcal{V}$ such that $\mathscr{H}^{s}(\mathcal{U} \backslash \mathcal{V})=0$, where $\mathscr{H}^{s}$ denotes the $s$-dimensional Hausdorff measure (cf. Definition H.7),
iv) $\left(\mathscr{H}^{s}, s\right)$-rectifiable if it is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable and $\mathscr{H}^{s}(\mathcal{U})<\infty$.

Our definitions of $s$-rectifiability and countably $s$-rectifiability differ from those of [34, Definition 3.2.14] as we require the $s$-rectifiable set to be the Lipschitz image of a compact rather than a bounded set. We note, however, that by [35, Theorem 7.2] our definitions of $\left(\mathscr{H}^{s}, s\right)$-rectifiability and countably $\left(\mathscr{H}^{s}, s\right)$-rectifiability are nonetheless equivalent to those of [34, Definition 3.2.14]. The more restrictive definitions i) and ii) above have the advantage of $s$-rectifiable sets and countably $s$-rectifiable sets being guaranteed to be Borel. Therefore, $s$-rectifiable sets and countably $s$-rectifiable sets are also $\mathscr{H}^{s}$ measurable, which leads to the following chain of implications:
$\mathcal{U}$ is $s$-rectifiable $\Rightarrow \mathcal{U}$ is countably $s$-rectifiable $\Rightarrow \mathcal{U}$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable.
The following result collects properties of (countably) $s$-rectifiable sets for later use.

## Lemma III.1.

i) If $\mathcal{U} \subseteq \mathbb{R}^{m}$ is $s$-rectifiable, then it is $t$-rectifiable for all $t \in \mathbb{N}$ with $t>s$.
ii) For locally Lipschitz $\varphi_{i}, i \in \mathbb{N}$, the set

$$
\begin{equation*}
\mathcal{V}=\bigcup_{i \in \mathbb{N}} \varphi_{i}\left(\mathbb{R}^{s}\right) \tag{20}
\end{equation*}
$$

is countably $s$-rectifiable.
iii) If $\mathcal{U} \subseteq \mathbb{R}^{m}$ is countably $s$-rectifiable and $\mathcal{V} \subseteq \mathbb{R}^{n}$ is countably $t$-rectifiable, then

$$
\begin{equation*}
\mathcal{W}=\left\{(\boldsymbol{u} \boldsymbol{v})^{\top}: \boldsymbol{u} \in \mathcal{U}, \boldsymbol{v} \in \mathcal{V}\right\} \subseteq \mathbb{R}^{m+n} \tag{21}
\end{equation*}
$$

is countably $(s+t)$-rectifiable.
iv) Every $s$-dimensional $C^{1}$-submanifold [36, Definition 5.3.1] of $\mathbb{R}^{m}$ is countably $s$-rectifiable. In particular, every $s$-dimensional affine subspace of $\mathbb{R}^{m}$ is countably $s$-rectifiable.
v) For $\mathcal{A}_{i}$ countably $s_{i}$-rectifiable and $s_{i} \leq s, i \in \mathbb{N}$, the set

$$
\begin{equation*}
\mathcal{A}=\bigcup_{i \in \mathbb{N}} \mathcal{A}_{i} \tag{22}
\end{equation*}
$$

is countably $s$-rectifiable.
Proof. See Appendix A
Countable unions of $s$-dimensional $C^{1}$-submanifolds of $\mathbb{R}^{m}$ are countably $s$-rectifiable by Properties iv) and v) of Lemma III.1. For countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable sets we even get an equivalence result, namely:

Theorem III.1. [34, Theorem 3.2.29] A set $\mathcal{U} \subseteq \mathbb{R}^{m}$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable if and only if $\mathscr{H}^{s}$-a.a. of $\mathcal{U}$ is contained in the countable union of $s$-dimensional $C^{1}$-submanifolds of $\mathbb{R}^{m}$.

We now show that the upper modified Minkowski dimension of a countably $s$-rectifiable set is upperbounded by $s$. This will allow us to conclude that, for a random vector $\mathbf{x}$ admitting a countably $s$-rectifiable support set, $K(\mathbf{x}) \leq s$. The formal statement is as follows.

Lemma III.2. If $\mathcal{U} \subseteq \mathbb{R}^{m}$ is countably $s$-rectifiable, then $\overline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U}) \leq s$.
Proof. Suppose that $\mathcal{U} \subseteq \mathbb{R}^{m}$ is countably $s$-rectifiable. Then, Definition III. 1 implies that there exist nonempty compact sets $\mathcal{A}_{i} \subseteq \mathbb{R}^{s}$ and Lipschitz mappings $\varphi_{i}: \mathcal{A}_{i} \rightarrow \mathbb{R}^{m}, i \in \mathbb{N}$, such that

$$
\begin{equation*}
\mathcal{U}=\bigcup_{i \in \mathbb{N}} \varphi_{i}\left(\mathcal{A}_{i}\right) \tag{23}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\overline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U}) & =\sup _{i \in \mathbb{N}} \overline{\operatorname{dim}}_{\mathrm{MB}}\left(\varphi_{i}\left(\mathcal{A}_{i}\right)\right)  \tag{24}\\
& \leq \sup _{i \in \mathbb{N}} \overline{\operatorname{dim}}_{\mathrm{MB}}\left(\mathcal{A}_{i}\right)  \tag{25}\\
& \leq \sup _{i \in \mathbb{N}} \overline{\operatorname{dim}}_{\mathrm{MB}}\left(\mathbb{R}^{s}\right)  \tag{26}\\
& =s, \tag{27}
\end{align*}
$$

where the individual steps follow from Properties of Lemma H.12, namely, (24) is by Property v), (25) by Property iv), 26, by Property ii), and (27) by Property i).

We next investigate the effect of locally Lipschitz mappings on (countably) $s$-rectifiable and countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable sets.

Lemma III.3. Let $\mathcal{U} \subseteq \mathbb{R}^{m}$ and consider a locally Lipschitz $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$. If $\mathcal{U}$ is
i) $s$-rectifiable, then $f(\mathcal{U})$ is $s$-rectifiable,
ii) countably $s$-rectifiable, then $f(\mathcal{U})$ is countably $s$-rectifiable,
iii) countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable and Borel, then $f(\mathcal{U})=\mathcal{A} \cup \mathcal{B}$, where $\mathcal{A}$ is a countably $\left(\mathscr{H}^{s}, s\right)$ rectifiable Borel set and $\mathscr{H}^{s}(\mathcal{B})=0$.

Proof. See Appendix B.
A slightly weaker version of this statement valid for Lipschitz mappings was derived previously in [19, Lemma 4].

We are now ready to define rectifiable random vectors.

Definition III.2. (Rectifiable random vectors) [19, Definition 11] A random vector $\mathbf{x} \in \mathbb{R}^{m}$ is $s$-rectifiable if there exists a countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable set $\mathcal{U} \subseteq \mathbb{R}^{m}$ such that $\mu_{\mathrm{x}} \ll \mathscr{H}^{s} \mid \mathcal{U}$. The corresponding value $s$ is the rectifiability parameter.

It turns out that an $s$-rectifiable random vector $\mathbf{x}$ always admits a countably $s$-rectifiable support set and, therefore, has description complexity $K(\mathbf{x}) \leq s$ by Lemma III.2. The formal statement is as follows.

Lemma III.4. Every $s$-rectifiable random vector $\mathbf{x} \in \mathbb{R}^{m}$ admits a countably $s$-rectifiable support set. In particular, every $s$-rectifiable random vector $\mathbf{x}$ has description complexity $K(\mathbf{x}) \leq s$.

Proof. Suppose that $\mathbf{x}$ is $s$-rectifiable. Then, there exists a countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable set $\mathcal{U} \subseteq \mathbb{R}^{m}$ such that $\left.\mu_{\mathrm{x}} \ll \mathscr{H}^{s}\right|_{\mathcal{U}}$. As $\mathcal{U}$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable, by Definition III.1 there exists a countably $s$-rectifiable set $\mathcal{V} \subseteq \mathbb{R}^{m}$ such that $\mathscr{H}^{s}(\mathcal{U} \backslash \mathcal{V})=0$. Set $\mathcal{W}=(\mathcal{U} \backslash \mathcal{V}) \cup \mathcal{V}$ and note that $\mathcal{U} \subseteq \mathcal{W}$ implies $\left.\left.\mathscr{H}^{s}\right|_{\mathcal{U}} \ll \mathscr{H}^{s}\right|_{\mathcal{W}}$ by monotonicity of $\mathscr{H}^{s}$. Moreover, it follows from the definition of $\mathcal{W}$, the countable additivity of $\mathscr{H}^{s}$, and $\mathscr{H}^{s}(\mathcal{U} \backslash \mathcal{V})=0$ that $\left.\mathscr{H}^{s}\right|_{\mathcal{W}}=\left.\mathscr{H}^{s}\right|_{\mathcal{V}}$. Thus, $\left.\left.\mathscr{H}^{s}\right|_{\mathcal{U}} \ll \mathscr{H}^{s}\right|_{\mathcal{V}}$, and $\left.\mu_{\mathrm{x}} \ll \mathscr{H}^{s}\right|_{\mathcal{U}}$ implies $\mu_{\mathbf{x}} \ll \mathscr{H}^{s} \mid \mathcal{V}$. Therefore, as $\mathscr{H}^{s} \mid \mathcal{V}\left(\mathbb{R}^{m} \backslash \mathcal{V}\right)=0$, we can conclude that $\mathrm{P}\left[\mathbf{x} \in \mathbb{R}^{m} \backslash \mathcal{V}\right]=0$, which is equivalent to $\mathrm{P}[\mathbf{x} \in \mathcal{V}]=1$, that is, the countably $s$-rectifiable set $\mathcal{V}$ is a support set of $\mathbf{x}$. The proof is now concluded by noting that $K(\mathbf{x}) \leq \overline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{V}) \leq s$, where the latter inequality follows from Lemma III. 2

In light of Theorem III.1, an $s$-rectifiable random vector $\mathbf{x} \in \mathbb{R}^{m}$ is supported on a countable union of $s$-dimensional $C^{1}$-submanifolds of $\mathbb{R}^{m}$. Absolute continuity of $\mu_{\mathbf{x}}$ with respect to the $s$-dimensional Hausdorff measure is a regularity condition guaranteeing that $\mathbf{x}$ can not have positive probability measure on sets of Hausdorff dimension $t<s$ (cf. Property i) of Lemma H.13). This regularity condition together with the sharp transition behavior of Hausdorff measures (see Figure 4 in Appendix $\mathbf{H}$ ) implies uniqueness of the rectifiability parameter. The corresponding formal statement is as follows.

Lemma III.5. If $\mathbf{x} \in \mathbb{R}^{m}$ is $s$-rectifiable and $t$-rectifiable, then $s=t$.

## Proof. See Appendix C.

We are now ready to particularize our achievability result to $s$-rectifiable random vectors.

Corollary III.1. For $s$-rectifiable $\mathbf{x} \in \mathbb{R}^{m}, n>s$ is sufficient for the existence of a Borel measurable mapping $g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ satisfying

$$
\begin{equation*}
\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}]=0 \quad \text { for } \lambda^{n \times m} \text {-a.a. } \boldsymbol{A} \in \mathbb{R}^{n \times m} \tag{28}
\end{equation*}
$$

Proof. Follows immediately from the general achievability result, Theorem II.1, and Lemma III.4.
Again, this result is nonasymptotic (i.e., it applies for finite $m$ ) and guarantees zero error probability. Next, we present three examples of $s$-rectifiable random vectors aimed at illustrating the relationship between the rectifiability parameter and the stochastic sparsity level defined in (8). Specifically, in the first example the random vector's rectifiability parameter will be seen to agree with its stochastic sparsity level. The second example constructs an $(r+t-1)$-rectifiable random vector of stochastic sparsity level $S(\mathbf{x})=r t$ for general $r, t$. In this case, the stochastic sparsity level $r t$ can be much larger than the rectifiability parameter $r+t-1$, and hence Corollary III. 1 implies that this random vector can be recovered with zero error probability from a number of linear measurements that is much smaller than its stochastic sparsity level. The third example constructs a random vector that is uniformly distributed on a manifold, namely, the unit circle. In this case the random vector's rectifiability parameter equals the dimension of the manifold, whereas its stochastic sparsity level equals the dimension of the ambient space, i.e., the random vector is not sparse at all.

Example III.1. Suppose that $\mathbf{x}=\left(\boldsymbol{e}_{\mathrm{k}_{1}} \ldots \boldsymbol{e}_{\mathrm{k}_{s}}\right) \mathbf{z} \in \mathbb{R}^{m}$, where $\mathbf{z} \in \mathbb{R}^{s}$ with $\mu_{\mathbf{z}} \ll \lambda^{s}$ and $\mathbf{k}=$ $\left(\mathrm{k}_{1} \ldots \mathrm{k}_{s}\right)^{\top} \in\{1, \ldots, m\}^{s}$ satisfies $\mathrm{k}_{1}<\cdots<\mathrm{k}_{s}$. We first show that $S(\mathbf{x})=s$. To this end, let

$$
\begin{equation*}
\mathcal{U}=\left\{\boldsymbol{x} \in \mathbb{R}^{m}:\|\boldsymbol{x}\|_{0} \leq s\right\} \tag{29}
\end{equation*}
$$

Since $\mathrm{P}[\mathbf{x} \in \mathcal{U}]=1$ by construction, it follows that $S(\mathbf{x}) \leq s$. To establish that $S(\mathbf{x}) \geq s$, and hence $S(\mathbf{x})=s$, towards a contradiction, assume that there exists a linear subspace $\mathcal{T} \subseteq \mathbb{R}^{m}$ of dimension $d<s$ such that $\mathrm{P}[\mathbf{x} \in \mathcal{T}]>0$. Since

$$
\begin{align*}
0 & <\mu_{\mathbf{x}}(\mathcal{T})  \tag{30}\\
& =\mathrm{P}\left[\left(\boldsymbol{e}_{\mathbf{k}_{1}} \ldots \boldsymbol{e}_{\mathrm{k}_{s}}\right) \mathbf{z} \in \mathcal{T}\right]  \tag{31}\\
& =\sum_{1 \leq i_{1}<\cdots<i_{s} \leq m} \mathrm{P}\left[\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{s}}\right) \mathbf{z} \in \mathcal{T}\right] \mathrm{P}\left[\mathbf{k}=\left(i_{1} \ldots i_{s}\right)^{\mathrm{T}}\right], \tag{32}
\end{align*}
$$

there must exist a set of indices $\left\{i_{1}, \ldots, i_{s}\right\} \subseteq\{1, \ldots, m\}$ with $i_{1}<\cdots<i_{s}$ such that

$$
\begin{equation*}
\mathrm{P}[\boldsymbol{E} \mathbf{z} \in \mathcal{T}]>0 \tag{33}
\end{equation*}
$$

where $\boldsymbol{E}=\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{s}}\right)$. Next, consider the linear subspace

$$
\begin{equation*}
\widetilde{\mathcal{T}}=\left\{\boldsymbol{z} \in \mathbb{R}^{s}: \boldsymbol{E} \boldsymbol{z} \in \mathcal{T}\right\} \subseteq \mathbb{R}^{s} \tag{34}
\end{equation*}
$$

which, by (33), satisfies $\mathrm{P}[\mathbf{z} \in \widetilde{\mathcal{T}}]>0$. As $\boldsymbol{E}$ is obtained by removing column vectors from the identity matrix, it follows that $\operatorname{dim}(\widetilde{\mathcal{T}})=\operatorname{dim}(\mathcal{T})=d$. Since $d<s$ by assumption, there must exist a nonzero vector $\boldsymbol{b}_{0} \in \mathbb{R}^{s}$ such that $\boldsymbol{b}_{0}^{\top} \boldsymbol{z}=0$ for all $\boldsymbol{z} \in \tilde{\mathcal{T}}$. It follows that $\mathrm{P}\left[\boldsymbol{b}_{0}^{\top} \mathbf{z}=0\right] \geq \mathrm{P}[\mathbf{z} \in \widetilde{\mathcal{T}}]>0$, which stands in contradiction to $\mu_{\mathbf{z}} \ll \lambda^{s}$ because $\lambda^{s}\left(\left\{\boldsymbol{z}: \boldsymbol{b}_{0}^{\top} \boldsymbol{z}=0\right\}\right)=0$. Thus, we indeed have $S(\mathbf{x})=s$. It follows from Properties iv) and in Lemma III.1 that $\mathcal{U}$ in (29) is countably $s$-rectifiable and, therefore, also countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable. We will see in Example IV. 3 that $\mathbf{x}$ is in fact $s$-analytic, which, by Property ii) of Lemma IV.3, implies $\mu_{\mathbf{x}} \ll \mathscr{H}^{s}$. Finally, by $\mathrm{P}[\mathbf{x} \in \mathcal{U}]=1$, we get $\mu_{\mathbf{x}} \ll \mathscr{H}^{s} \mid \mathcal{U}$, which, thanks to countable $\left(\mathscr{H}^{s}, s\right)$-rectifiability of $\mathcal{U}$ establishes $s$-rectifiability of $\mathbf{x}$.

Example III.2. Let $\mathbf{x}=\mathbf{a} \otimes \mathbf{b}$ with $\mathbf{a} \in \mathbb{R}^{k}$ and $\mathbf{b} \in \mathbb{R}^{l}$. Suppose that $\mathbf{a}=\left(\boldsymbol{e}_{\boldsymbol{p}_{1}} \ldots \boldsymbol{e}_{\mathbf{p}_{r}}\right) \mathbf{u}$ and $\mathbf{b}=$ $\left(e_{\mathbf{q}_{1}} \ldots \boldsymbol{e}_{\mathrm{q}_{t}}\right) \mathbf{v}$, where $\mathbf{u} \in \mathbb{R}^{r}$ and $\mathbf{v} \in \mathbb{R}^{t}$ with $\mu_{\mathbf{u}} \times \mu_{\mathbf{v}} \ll \lambda^{r+t}$, and $\mathbf{p}=\left(\mathrm{p}_{1} \ldots \mathrm{p}_{r}\right)^{\top} \in\{1, \ldots, k\}^{r}$ and $\mathbf{q}=\left(\mathbf{q}_{1} \ldots \mathbf{q}_{t}\right)^{\top} \in\{1, \ldots, l\}^{t}$ satisfy $\mathrm{p}_{1}<\cdots<\mathrm{p}_{r}$ and $\mathrm{q}_{1}<\cdots<\mathrm{q}_{t}$, respectively. We first show that $S(\mathbf{x})=r t$. Since $\mathrm{P}\left[\|\mathbf{x}\|_{0} \leq r t\right]=1$ by construction, it follows that $S(\mathbf{x}) \leq r t$. To establish that $S(\mathbf{x}) \geq r t$, and hence $S(\mathbf{x})=r t$, towards a contradiction, assume that there exists a linear subspace $\mathcal{T} \subseteq \mathbb{R}^{m}$ of dimension $d<r t$ such that $\mathrm{P}[\mathbf{x} \in \mathcal{T}]>0$. Since

$$
\begin{align*}
& 0<\mu_{\mathbf{x}}(\mathcal{T})  \tag{35}\\
&=\mathrm{P}\left[\left(\left(\boldsymbol{e}_{\mathbf{p}_{1}} \ldots \boldsymbol{e}_{\mathrm{p}_{r}}\right) \mathbf{u}\right) \otimes\left(\left(\boldsymbol{e}_{\mathrm{q}_{1}} \ldots \boldsymbol{e}_{\mathrm{q}_{t}}\right) \mathbf{v}\right) \in \mathcal{T}\right]  \tag{36}\\
&=\mathrm{P}\left[\left(\left(\boldsymbol{e}_{\mathrm{p}_{1}} \ldots \boldsymbol{e}_{\mathrm{p}_{r}}\right) \otimes\left(\boldsymbol{e}_{\mathrm{q}_{1}} \ldots \boldsymbol{e}_{\mathrm{q}_{t}}\right)\right)(\mathbf{u} \otimes \mathbf{v}) \in \mathcal{T}\right]  \tag{37}\\
&=\sum_{\substack{1 \leq i_{1}<\cdots<i_{r} \leq k \\
1 \leq j_{1}<\cdots<j_{t} \leq l}} \mathrm{P}\left[\left(\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{r}}\right) \otimes\left(\boldsymbol{e}_{j_{1}} \ldots \boldsymbol{e}_{j_{t}}\right)\right)(\mathbf{u} \otimes \mathbf{v}) \in \mathcal{T}\right]  \tag{38}\\
&
\end{align*}
$$

$$
\begin{equation*}
\mathrm{P}\left[\mathbf{p}=\left(i_{1} \ldots i_{r}\right)^{\mathrm{T}}, \mathbf{q}=\left(j_{1} \ldots j_{t}\right)^{\mathrm{T}}\right] \tag{39}
\end{equation*}
$$

there must exist a set of indices $\left\{i_{1}, \ldots, i_{r}\right\} \subseteq\{1, \ldots, k\}$ with $i_{1}<\cdots<i_{r}$ and a set of indices $\left\{j_{1}, \ldots, j_{t}\right\} \subseteq\{1, \ldots, l\}$ with $j_{1}<\cdots<j_{t}$ such that

$$
\begin{equation*}
\mathrm{P}\left[\left(\boldsymbol{E}_{1} \otimes \boldsymbol{E}_{2}\right)(\mathbf{u} \otimes \mathbf{v}) \in \mathcal{T}\right]>0 \tag{40}
\end{equation*}
$$

where $\boldsymbol{E}_{1}=\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{r}}\right)$ and $\boldsymbol{E}_{2}=\left(\boldsymbol{e}_{j_{1}} \ldots \boldsymbol{e}_{j_{t}}\right)$. Next, consider the linear subspace

$$
\begin{equation*}
\widetilde{\mathcal{T}}=\left\{\boldsymbol{z} \in \mathbb{R}^{r t}:\left(\boldsymbol{E}_{1} \otimes \boldsymbol{E}_{2}\right) \boldsymbol{z} \in \mathcal{T}\right\} \subseteq \mathbb{R}^{r t}, \tag{41}
\end{equation*}
$$

which, by (40), satisfies $\mathrm{P}[\mathbf{u} \otimes \mathbf{v} \in \widetilde{\mathcal{T}}]>0$. As $\boldsymbol{E}_{1} \otimes \boldsymbol{E}_{2}$ is obtained by removing column vectors from the identity matrix, it follows that $\operatorname{dim}(\widetilde{\mathcal{T}})=\operatorname{dim}(\mathcal{T})=d$. Since $d<r t$ by assumption, there must exist a nonzero vector $\boldsymbol{b}_{0} \in \mathbb{R}^{r t}$ such that $\boldsymbol{b}_{0}^{\top} \boldsymbol{z}=0$ for all $\boldsymbol{z} \in \widetilde{\mathcal{T}}$. It follows that $\mathrm{P}\left[\boldsymbol{b}_{0}^{\top}(\mathbf{u} \otimes \mathbf{v})=0\right] \geq \mathrm{P}[\mathbf{u} \otimes \mathbf{v} \in$ $\widetilde{\mathcal{T}}]>0$. As $\mu_{\mathbf{u}} \times \mu_{\mathbf{v}} \ll \lambda^{r+t}$ by assumption, we also have

$$
\begin{equation*}
\lambda^{r+t}\left(\left\{\left(\boldsymbol{u}^{\top} \boldsymbol{v}^{\top}\right)^{\top}: \boldsymbol{u} \in \mathbb{R}^{r}, \boldsymbol{v} \in \mathbb{R}^{t}, \boldsymbol{b}_{0}^{\top}(\boldsymbol{u} \otimes \boldsymbol{v})=0\right\}\right)>0 \tag{42}
\end{equation*}
$$

We now view $\boldsymbol{b}_{0}^{\top}(\boldsymbol{u} \otimes \boldsymbol{v})$ as a polynomial in the entries of $\boldsymbol{u}$ and $\boldsymbol{v}$. Since a polynomial vanishes either on a set of Lebesgue measure zero or is identically zero (cf. Corollary K.1 and Lemma K.5), it follows that

$$
\begin{equation*}
\boldsymbol{b}_{0}^{\top}(\boldsymbol{u} \otimes \boldsymbol{v})=0 \quad \text { for all } \boldsymbol{u} \in \mathbb{R}^{r} \text { and } \boldsymbol{v} \in \mathbb{R}^{t}, \tag{43}
\end{equation*}
$$

which stands in contradiction to $\boldsymbol{b}_{0} \neq \mathbf{0}$. Thus, we indeed have $S(\mathbf{x})=r t$. We next construct a countably $(r+t-1)$-rectifiable support set $\mathcal{U}$ of $\mathbf{x}$. To this end, we let

$$
\begin{align*}
& \mathcal{A}=\left\{\boldsymbol{a} \in \mathbb{R}^{k}:\|\boldsymbol{a}\|_{0} \leq r\right\}  \tag{44}\\
& \mathcal{B}=\left\{\boldsymbol{b} \in \mathbb{R}^{l}:\|\boldsymbol{b}\|_{0} \leq t\right\} \tag{45}
\end{align*}
$$

and set $\mathcal{U}=\mathcal{A} \otimes \mathcal{B}$. Since $\mathcal{A}$ is a support set of $\mathbf{a}$ and $\mathcal{B}$ is a support set of $\mathbf{b}, \mathcal{U}$ is a support set of $\mathbf{x}=\mathbf{a} \otimes \mathbf{b}$. Note that $\mathcal{U}=(\mathcal{A} \backslash\{\mathbf{0}\}) \otimes \mathcal{B}$. For $\boldsymbol{a} \in \mathcal{A} \backslash\{\mathbf{0}\}$, let $\bar{a}$ denote the first nonzero entry of $\boldsymbol{a}$. We can now write

$$
\begin{equation*}
\boldsymbol{a} \otimes \boldsymbol{b}=\left(\frac{\boldsymbol{a}}{\bar{a}}\right) \otimes(\bar{a} \boldsymbol{b}) \quad \text { for all } \boldsymbol{a} \in \mathcal{A} \backslash\{\mathbf{0}\}, \boldsymbol{b} \in \mathcal{B} . \tag{46}
\end{equation*}
$$

This allows us to decompose $\mathcal{U}$ according to $\mathcal{U}=\tilde{\mathcal{A}} \otimes \mathcal{B}$, where

$$
\begin{equation*}
\tilde{\mathcal{A}}=\left\{\boldsymbol{a} \in \mathcal{A} \backslash\{\boldsymbol{0}\}:\|\boldsymbol{a}\|_{0} \leq r, \bar{a}=1\right\} . \tag{47}
\end{equation*}
$$

Now, since $\tilde{\mathcal{A}}$ is a finite union of affine subspaces of dimensions $r-1$, it is countably $(r-1)$-rectifiable by Properties iv) and v) in Lemma III.1. By the same token, $\mathcal{B}$ as a finite union of linear subspaces of dimensions $t$ is countably $t$-rectifiable. Therefore, the set

$$
\begin{equation*}
\mathcal{C}=\left\{(\boldsymbol{a} \boldsymbol{b})^{\top}: \boldsymbol{a} \in \tilde{\mathcal{A}}, \boldsymbol{b} \in \mathcal{B}\right\} \subseteq \mathbb{R}^{k+l} \tag{48}
\end{equation*}
$$

is countably $(r+t-1)$-rectifiable thanks to Property iii) of Lemma III.1. Now, the multivariate mapping $\sigma: \mathbb{R}^{k+l} \rightarrow \mathbb{R}^{k l},(\boldsymbol{a} \boldsymbol{b})^{\top} \mapsto \boldsymbol{a} \otimes \boldsymbol{b}$ is bilinear and as such locally Lipschitz. Moreover, since $\mathcal{U}=\sigma(\mathcal{C})$ with $\mathcal{C}$ countably $(r+t-1)$-rectifiable, it follows from Property ii) of Lemma III. 3 that $\mathcal{U}$ is countably $(r+t-1)$-rectifiable and, therefore, also countably $\left(\mathscr{H}^{r+t-1}, r+t-1\right)$-rectifiable. We will see in Example IV. 4 that $\mathbf{x}$ is in fact $(r+t-1$ )-analytic, which, by Property ii) of Lemma IV.3, implies $\mu_{\mathbf{x}} \ll \mathscr{H}^{r+t-1}$. With $\mathrm{P}[\mathbf{x} \in \mathcal{U}]=1$ this yields $\left.\mu_{\mathbf{x}} \ll \mathscr{H}^{r+t-1}\right|_{\mathcal{U}}$ and, in turn, thanks to countable $\left(\mathscr{H}^{r+t-1}, r+t-1\right)$-rectifiability of $\mathcal{U}$, establishes $(r+t-1)$-rectifiability of $\mathbf{x}$.

Example III.3. Let $\mathcal{S}^{1}$ denote the unit circle in $\mathbb{R}^{2}, \mathrm{z} \in \mathbb{R}$ with $\mu_{\mathrm{z}} \ll \lambda^{1}$, and $g: \mathbb{R} \rightarrow \mathcal{S}^{1}, \boldsymbol{z} \mapsto$ $(\cos (z) \sin (z))^{\top}$. Set $\mathbf{x}=g(z)$, and note that this implies $\mathrm{P}\left[\mathbf{x} \in \mathcal{S}^{1}\right]=1$. We first establish that $S(\mathbf{x})=2$. Since $\mathrm{P}\left[\mathbf{x} \in \mathbb{R}^{2}\right]=1$, it follows that $S(\mathbf{x}) \leq 2$. To establish that $S(\mathbf{x}) \geq 2$, and hence $S(\mathbf{x})=2$, towards a contradiction, assume that there exists a linear subspace $\mathcal{T} \subseteq \mathbb{R}^{2}$ of dimension one such that $\mathrm{P}[\mathbf{x} \in \mathcal{T}]>0$. Set $\mathcal{A}=\mathcal{T} \cap \mathcal{S}^{1}$, which consists of two antipodal points on $\mathcal{S}^{1}$ (cf. Figure 2). Now, $0<\mathrm{P}[\mathbf{x} \in \mathcal{T}]=\mathrm{P}[\mathbf{x} \in \mathcal{A}]=\mathrm{P}\left[z \in g^{-1}(\mathcal{A})\right]$, which constitutes a contradiction to $\mu_{\mathrm{z}} \ll \lambda^{1}$ because $g^{-1}(\mathcal{A})$ —as a countable set—must have Lebesgue measure zero. Therefore, $S(\mathbf{x})=2$. Finally, $x$ is 1-rectifiable by [19, Section III.D].

As $s$-rectifiable random vectors can not have positive probability measure on sets of Hausdorff dimension $t<s$, it is natural to ask whether taking $n \geq s$ linear measurements is necessary for zero error recovery of $s$-rectifiable random vectors. Surprisingly, it turns out that this is not the case. This will be demonstrated by first constructing a 2-rectifiable (and therefore also $\left(\mathscr{H}^{2}, 2\right)$-rectifiable) set $\mathcal{G} \subseteq \mathbb{R}^{3}$ of strictly positive 2-dimensional Hausdorff measure with the property that $\boldsymbol{e}_{3}^{\top}: \mathbb{R}^{3} \rightarrow \mathbb{R},\left(x_{1} x_{2} x_{3}\right)^{\top} \mapsto x_{3}$ is one-to-one on $\mathcal{G}$. Then, we show that every 2 -rectifiable random vector $\mathbf{x}$ satisfying $\left.\mu_{\mathbf{x}} \ll \mathscr{H}^{2}\right|_{\mathcal{G}}$ can be recovered with zero error probability from one linear measurement, specifically from $y=e_{3}^{\top} \mathbf{x}$. What is more, all this is possible even though $\mathcal{G}$ contains the image of a Borel set in $\mathbb{R}^{2}$ of positive Lebesgue measure under a $C^{\infty}$-embedding (see Figure 1 for an illustration).

The construction of our example is based on the following result.

Theorem III.2. There exist a compact set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{2}\right)$ with $\lambda^{2}(\mathcal{A})=1 / 4$ and a $C^{\infty}$-function $\kappa: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $\kappa$ is one-to-one on $\mathcal{A}$.


Figure 1. $\mathcal{U}$ contains the embedded image of a set $\mathcal{A}$ of positive Lebesgue measure.

Proof. See Section VI for the explicit construction of $\kappa$ and $\mathcal{A}$.
We now proceed to the construction of our example.

Example III.4. Let $\kappa$ and $\mathcal{A}$ be as constructed in the proof of Theorem III.2 and consider the mapping

$$
\begin{align*}
h: \mathbb{R}^{2} & \rightarrow \mathbb{R}^{3}  \tag{49}\\
\boldsymbol{z} & \mapsto\left(\boldsymbol{z}^{\top} \kappa(\boldsymbol{z})\right)^{\top} \tag{50}
\end{align*}
$$

We set $\mathcal{G}=h(\mathcal{A})$ and show the following:
i) $h$ is a $C^{\infty}$-embedding;
ii) $\mathcal{G}$ is 2-rectifiable;
iii) $0<\mathscr{H}^{2}(\mathcal{G})<\infty$;
iv) $\boldsymbol{e}_{3}^{\top}: \mathbb{R}^{3} \rightarrow \mathbb{R},\left(x_{1} x_{2} x_{3}\right)^{\top} \mapsto x_{3}$ is one-to-one on $\mathcal{G}$.
v) For every 2 -rectifiable random vector $\mathbf{x} \in \mathbb{R}^{3}$ with $\left.\mu_{\mathbf{x}} \ll \mathscr{H}^{2}\right|_{\mathcal{G}}$, there exists a Borel measurable mapping $g: \mathbb{R}^{3} \times \mathbb{R} \rightarrow \mathbb{R}^{3}$ satisfying $\mathrm{P}\left[g\left(\boldsymbol{e}_{3}, \boldsymbol{e}_{3}^{\top} \mathbf{x}\right) \neq \mathbf{x}\right]=0$.

It follows immediately that $h$ is one-to-one. Thus, to establish Property i), it suffices to prove that $h$ is a $C^{\infty}$-immersion. Since $\kappa$ is $C^{\infty}$, so is $h$. Furthermore,

$$
\begin{align*}
\operatorname{Jh}(\boldsymbol{z}) & =\sqrt{\operatorname{det}\left((D h(\boldsymbol{z}))^{\mathrm{T}} D h(\boldsymbol{z})\right)}  \tag{51}\\
& =\sqrt{\operatorname{det}\left(\boldsymbol{I}_{2}+\boldsymbol{a}(\boldsymbol{z}) \boldsymbol{a}(\boldsymbol{z})^{\mathrm{T}}\right)} \quad \text { for all } \boldsymbol{z} \in \mathbb{R}^{2} \tag{52}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{a}(z)=\binom{\frac{\partial \kappa(\boldsymbol{z})}{\partial z_{1}}}{\frac{\partial \kappa(\boldsymbol{z})}{\partial z_{2}}} \tag{53}
\end{equation*}
$$

Since $\boldsymbol{a}(\boldsymbol{z}) \boldsymbol{a}(\boldsymbol{z})^{\top}$ is positive semidefinite, 37 , Corollary 7.7.4] implies $\operatorname{Jh}(\boldsymbol{z}) \geq \sqrt{\operatorname{det}\left(\boldsymbol{I}_{2}\right)}=1$ for all $z \in \mathbb{R}^{2}$, which establishes that $h$ is an immersion and completes the proof of i).

To prove ii), note that $h$ is $C^{\infty}$ and as such locally Lipschitz. As $\mathcal{A}$ is compact, Lemma H. 9 implies that $\left.h\right|_{\mathcal{A}}$ is Lipschitz. The set $\mathcal{G}=h(\mathcal{A})$ is hence the Lipschitz image of a compact set in $\mathbb{R}^{2}$ and as such 2-rectifiable.

To establish iii), we first note that

$$
\begin{align*}
\mathscr{H}^{2}(\mathcal{G}) & =\mathscr{H}^{2}(h(\mathcal{A}))  \tag{54}\\
& \leq L^{2} \mathscr{H}^{2}(\mathcal{A})  \tag{55}\\
& =L^{2} \lambda^{2}(\mathcal{A})  \tag{56}\\
& <\infty, \tag{57}
\end{align*}
$$

where the individual steps follow from Properties of Lemma H.13, namely, (55) from Property ii) with $L$ denoting the Lipschitz constant of $\left.h\right|_{\mathcal{A}}$, and (56) from Property iii),

To establish $\mathscr{H}^{2}(\mathcal{G})>0$, consider the linear mapping

$$
\begin{align*}
& \pi: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}  \tag{58}\\
&\left(\begin{array}{lll}
x_{1} & x_{2} & x_{3}
\end{array}\right)^{\mathrm{\top}} \mapsto\left(x_{1} x_{2}\right)^{\mathrm{T}} . \tag{59}
\end{align*}
$$

Clearly, $\pi$ is Lipschitz with Lipschitz constant equal to 1 . Therefore,

$$
\begin{align*}
\mathscr{H}^{2}(\mathcal{G}) & \geq \mathscr{H}^{2}(\pi(\mathcal{G}))  \tag{60}\\
& =\mathscr{H}^{2}(\mathcal{A})  \tag{61}\\
& =\lambda^{2}(\mathcal{A})  \tag{62}\\
& =\frac{1}{4}, \tag{63}
\end{align*}
$$

where (60) follows from Property ii) of Lemma H.13, (61) from $\pi(\mathcal{G})=\mathcal{A}$, and (62) is by Property iii) of Lemma H. 13 ,

To show iv), let $\boldsymbol{x}_{1}, \boldsymbol{x}_{2} \in \mathcal{G}$ with $\boldsymbol{x}_{1} \neq \boldsymbol{x}_{2}$. Thus, $\boldsymbol{x}_{1}=\left(\boldsymbol{z}_{1}^{\top} \kappa\left(\boldsymbol{z}_{1}\right)\right)^{\top}$ and $\boldsymbol{x}_{2}=\left(\boldsymbol{z}_{2}^{\top} \kappa\left(\boldsymbol{z}_{2}\right)\right)^{\top}$ with $z_{1}, z_{2} \in \mathcal{A}$ and $z_{1} \neq \boldsymbol{z}_{2}$. As $\kappa$ is one-to-one on $\mathcal{A}$, we conclude that $\boldsymbol{e}_{3}^{\mathrm{T}}$ is one-to-one on $\mathcal{G}$.

It remains to establish v) Since $\left.\mu_{\mathrm{x}} \ll \mathscr{H}^{2}\right|_{\mathcal{G}}$ by assumption, it follows that $\mathrm{P}[\mathbf{x} \in \mathcal{G}]=1$. We show that there exists a Borel measurable mapping $g: \mathbb{R}^{3} \times \mathbb{R} \rightarrow \mathbb{R}^{3}$ such that

$$
g(\boldsymbol{a}, y) \begin{cases}\in\left\{\boldsymbol{v} \in \mathcal{G}: \boldsymbol{a}^{\top} \boldsymbol{v}=y\right\} & \text { if } \exists \boldsymbol{v} \in \mathcal{G}: \boldsymbol{a}^{\top} \boldsymbol{v}=y  \tag{64}\\ =\boldsymbol{e} & \text { else },\end{cases}
$$

where $\boldsymbol{e}$ is an arbitrary vector not in $\mathcal{G}$, used to declare a decoding error. Since $\mathrm{P}[\mathrm{x} \in \mathcal{G}]=1$ and $\boldsymbol{e}_{3}^{\top}$ is one-to-one on $\mathcal{G}$, this then implies $\mathrm{P}\left[g\left(\boldsymbol{e}_{3}, \boldsymbol{e}_{3}^{\top} \mathbf{x}\right) \neq \mathbf{x}\right]=0$. To construct $g$ in 64), consider first the mapping

$$
\begin{align*}
f: \mathbb{R}^{3} \times \mathbb{R} \times \mathbb{R}^{3} & \rightarrow \mathbb{R}  \tag{65}\\
(\boldsymbol{a}, y, \boldsymbol{u}) & \mapsto\left|y-\boldsymbol{a}^{\top} \boldsymbol{u}\right| . \tag{66}
\end{align*}
$$

Since $f$ is continuous, Lemma I.3 implies that $f$ is a normal integrand (see Definition I.4] with respect to $\mathscr{B}\left(\mathbb{R}^{3} \times \mathbb{R}\right)$. Let

$$
\begin{align*}
\mathcal{T} & =\left\{(\boldsymbol{a}, y) \in \mathbb{R}^{3} \times \mathbb{R}: \exists \boldsymbol{u} \in \mathcal{G} \text { with } f(\boldsymbol{a}, y, \boldsymbol{u}) \leq 0\right\}  \tag{67}\\
& =\left\{(\boldsymbol{a}, y) \in \mathbb{R}^{3} \times \mathbb{R}: \exists \boldsymbol{u} \in \mathcal{G} \text { with } \boldsymbol{a}^{\top} \boldsymbol{u}=y\right\} \tag{68}
\end{align*}
$$

Note that $\mathcal{G}$ as the Lipschitz image of the compact set $\mathcal{A}$ is compact (cf. Lemma H.10. It now follows from Properties ii) and iii) of Lemma $\operatorname{I.5}$ (with $\mathcal{T}=\mathbb{R}^{3} \times \mathbb{R}, \alpha=0, \mathcal{K}=\mathcal{G}$, and $f$ as in (65)-(66), which is a normal integrand with respect to $\mathscr{B}\left(\mathbb{R}^{3} \times \mathbb{R}\right)$ ) that i) $\mathcal{T} \in \mathscr{B}\left(\mathbb{R}^{3} \times \mathbb{R}\right)$ and ii) there exists a Borel measurable mapping

$$
\begin{align*}
p: \mathcal{T} & \rightarrow \mathbb{R}^{3}  \tag{69}\\
(\boldsymbol{a}, y) & \mapsto p(\boldsymbol{a}, y) \in\left\{\boldsymbol{u} \in \mathcal{G}: \boldsymbol{a}^{\top} \boldsymbol{u}=y\right\} \tag{70}
\end{align*}
$$

This mapping can then be extended to a mapping $g: \mathbb{R}^{3} \times \mathbb{R} \rightarrow \mathbb{R}^{3}$ by setting

$$
\begin{align*}
\left.g\right|_{\mathcal{T}} & =p  \tag{71}\\
\left.g\right|_{\left(\mathbb{R}^{3} \times \mathbb{R}\right) \backslash \mathcal{T}} & =\boldsymbol{e} . \tag{72}
\end{align*}
$$

Finally, $g$ is Borel measurable thanks to Lemma H. 6 as $p$ is Borel measurable and $\mathcal{T} \in \mathscr{B}\left(\mathbb{R}^{3} \times \mathbb{R}\right)$.

## IV. Strong Converse

Example III. 4 in the previous section demonstrates that $n \geq s$ is not necessary for zero error recovery of $s$-rectifiable random vectors in general. In this section, we introduce the class of $s$-analytic random vectors $\mathbf{x}$, which will be shown to allow for a strong converse in the sense of $n \geq s$ being necessary for recovery of $\mathbf{x}$ with probability of error smaller than one. The adjective "strong" refers to the fact that $n<s$ linear measurements are insufficient even if we allow a recovery error probability arbitrarily close to one. We prove that an $s$-analytic random vector is $s$-rectifiable if and only if it admits a support set $\mathcal{U}$ that is "not too rich" (in terms of $\sigma$-finiteness of $\mathscr{H}^{s} \mid \mathcal{U}$ ), show that the $s$-rectifiable random vectors considered in Examples $\boxed{I I I} 1 \underline{1 I I} 3$ are all $s$-analytic, and discuss examples of $s$-analytic random vectors
that fail to be $s$-rectifiable. Random vectors that are both $s$-analytic and $s$-rectifiable can be recovered with zero error probability from $n>s$ linear measurements, and $n \geq s$ linear measurements are necessary for recovery with error probability smaller than one. The border case $n=s$ remains open.

We now make our way towards developing the strong converse and the formal definition of $s$-analyticity. The following auxiliary result will turn out useful.

Lemma IV.1. For $\mathbf{x} \in \mathbb{R}^{m}$ and $\boldsymbol{A} \in \mathbb{R}^{n \times m}$, consider the following statements:
i) There exists a Borel measurable mapping $g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ satisfying $\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}]<1$.
ii) There exists a $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $\mathrm{P}[\mathbf{x} \in \mathcal{U}]>0$ such that $\boldsymbol{A}$ is one-to-one on $\mathcal{U}$.

Then, (i) implies (ii).
Proof. See Appendix D.
We first establish a strong converse for the class of random vectors considered in Example III.1. This will guide us to the crucial defining property of $s$-analytic random vectors.

Lemma IV.2. Let $\mathbf{x}=\left(e_{\mathrm{k}_{1}} \ldots e_{\mathrm{k}_{s}}\right) \mathbf{z} \in \mathbb{R}^{m}$, where $\mathbf{z} \in \mathbb{R}^{s}$ with $\mu_{\mathbf{z}} \ll \lambda^{s}$ and $\mathbf{k}=\left(\mathrm{k}_{1} \ldots \mathrm{k}_{s}\right)^{\top} \in$ $\{1, \ldots, m\}^{s}$ satisfies $\mathrm{k}_{1}<\cdots<\mathrm{k}_{s}$. If there exist a measurement matrix $\boldsymbol{A} \in \mathbb{R}^{n \times m}$ and a Borel measurable mapping $g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ such that $\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}]<1$, then $n \geq s$.

Proof. Towards a contradiction, suppose that there exist a measurement matrix $\boldsymbol{A} \in \mathbb{R}^{n \times m}$ and a Borel measurable mapping $g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ so that $\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}]<1$ for $n<s$. By Lemma IV.1, there then must exist a $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $\mathrm{P}[\mathbf{x} \in \mathcal{U}]>0$ such that $\boldsymbol{A}$ is one-to-one on $\mathcal{U}$. Since

$$
\begin{align*}
\mathrm{P}[\mathbf{x} \in \mathcal{U}] & =\mathrm{P}\left[\left(\boldsymbol{e}_{\mathrm{k}_{1}} \ldots \boldsymbol{e}_{\mathrm{k}_{s}}\right) \mathbf{z} \in \mathcal{U}\right]  \tag{73}\\
& =\sum_{1 \leq i_{1}<\cdots<i_{s} \leq m} \mathrm{P}\left[\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{s}}\right) \mathbf{z} \in \mathcal{U}\right] \mathrm{P}\left[\mathbf{k}=\left(i_{1} \ldots i_{s}\right)^{\mathrm{T}}\right], \tag{74}
\end{align*}
$$

there must exist a set of indices $\left\{i_{1}, \ldots, i_{s}\right\} \subseteq\{1, \ldots, m\}$ with $i_{1}<\cdots<i_{s}$ such that the rank$s$ matrix $\boldsymbol{H}:=\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{s}}\right)$ satisfies $\mathrm{P}[\boldsymbol{H z} \in \mathcal{U}]>0$. Setting $\mathcal{A}=\left\{\boldsymbol{z} \in \mathbb{R}^{s}: \boldsymbol{H} \boldsymbol{z} \in \mathcal{U}\right\}$ yields $\mu_{\mathbf{z}}(\mathcal{A})=\mathrm{P}[\boldsymbol{H z} \in \mathcal{U}]>0$. Furthermore, $\mathcal{A}$ as the inverse image of the Borel set $\mathcal{U}$ under a linear mapping is Borel. Finally, since $\mu_{\mathrm{z}} \ll \lambda^{s}$ by assumption, we conclude that $\lambda^{s}(\mathcal{A})>0$. Summarizing, there exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ with $\lambda^{s}(\mathcal{A})>0$ and a matrix $\boldsymbol{H} \in \mathbb{R}^{m \times s}$ such that $\mathcal{U}$ contains the one-toone image of $\mathcal{A}$ under $\boldsymbol{H}$. Since $\boldsymbol{A}$ is one-to-one on $\mathcal{U}$ and $\boldsymbol{H}$ is one-to-one on $\mathbb{R}^{s}$, it follows that $\boldsymbol{A} \boldsymbol{H}$ is one-to-one on $\mathcal{A}$, i.e.,

$$
\begin{equation*}
\operatorname{ker}(\boldsymbol{A H}) \cap(\mathcal{A} \ominus \mathcal{A})=\{\mathbf{0}\} \tag{75}
\end{equation*}
$$



Figure 2. For every vector $\boldsymbol{h} \subseteq \mathbb{R}^{2} \backslash\{\mathbf{0}\}$, the linear subspace $\mathcal{T}_{\boldsymbol{h}}:=\{\boldsymbol{h} z: z \in \mathbb{R}\}$ intersects the unit circle $\mathcal{S}_{1}$ in the two antipodal points $\pm \boldsymbol{h} /\|\boldsymbol{h}\|_{2}$.

Finally, since $\lambda^{s}(\mathcal{A})>0$, the Steinhaus Theorem [38] implies the existence of an $r>0$ such that $\mathcal{B}_{s}(\mathbf{0}, r) \subseteq \mathcal{A} \ominus \mathcal{A} \subseteq \mathbb{R}^{s}$. Since $\operatorname{dim} \operatorname{ker}(\boldsymbol{A H}) \geq s-n>0$, we conclude that the linear subspace $\operatorname{ker}(\boldsymbol{A H})$ must have a nontrivial intersection with $\mathcal{A} \ominus \mathcal{A}$, which stands in contradiction to 75b and thereby finishes the proof.

The strong converse just derived hinges critically on the specific structure of the $s$-rectifiable random vector $\mathbf{x}$ considered. Concretely, we used the fact that, for every $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $\mathrm{P}[\mathbf{x} \in \mathcal{U}]>0$, there exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ with $\lambda^{s}(\mathcal{A})>0$ and a matrix $\boldsymbol{H} \in \mathbb{R}^{m \times s}$ such that $\mathcal{U}$ contains the one-to-one image of $\mathcal{A}$ under $\boldsymbol{H}$. The following example demonstrates, however, that this property is too strong for our purposes as it fails to hold for random vectors on general manifolds like, e.g., the unit circle:

Example IV.1. Let $\mathcal{S}^{1} \subseteq \mathbb{R}^{2}$ denote the unit circle and consider $\mathbf{x} \in \mathbb{R}^{2}$ supported on $\mathcal{S}^{1}$, i.e., $\mathrm{P}[\mathbf{x} \in$ $\left.\mathcal{S}^{1}\right]=1$. Towards a contradiction, suppose that there exist a set $\mathcal{A} \in \mathscr{B}(\mathbb{R})$ with $\lambda^{1}(\mathcal{A})>0$ and a vector $\boldsymbol{h} \in \mathbb{R}^{2}$ such that $\{\boldsymbol{h} z: z \in \mathcal{A}\} \subseteq \mathcal{S}^{1}$ and $\boldsymbol{h}$ is one-to-one on $\mathcal{A}$. Since $\boldsymbol{h}$ is one-to-one on $\mathcal{A}$ and $\lambda^{1}(\mathcal{A})>0$, it follows that $\boldsymbol{h} \neq \mathbf{0}$. Noting that $\{\boldsymbol{h} z: z \in \mathcal{A}\} \subseteq\left\{\boldsymbol{h} /\|\boldsymbol{h}\|_{2},-\boldsymbol{h} /\|\boldsymbol{h}\|_{2}\right\}$ (cf. Figure 2p, $\mathcal{A}$ necessarily satisfies $\mathcal{A} \subseteq\left\{1 /\|\boldsymbol{h}\|_{2},-1 /\|\boldsymbol{h}\|_{2}\right\}$. Thus, $\lambda^{1}(\mathcal{A})=0$, which is a contradiction to $\lambda^{1}(\mathcal{A})>0$.

The reason for this failure is that every $h \in \mathbb{R}^{2}$ maps into a 1-dimensional linear subspace in $\mathbb{R}^{2}$, and 1 -dimensional linear subspaces in $\mathbb{R}^{2}$ intersect the unit circle in two antipodal points only. To map a set $\mathcal{A} \in \mathscr{B}(\mathbb{R})$ to a set in $\mathbb{R}^{2}$ that is not restricted to be a subset of a 1-dimensional linear subspace, we have to employ a nonlinear mapping. But this puts us into the same dilemma as in Example III.4,
where we demonstrated that even the requirement of every $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $\mathrm{P}[\mathbf{x} \in \mathcal{U}]>0$ containing the embedded image-under a $C^{\infty}$-mapping-of a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure is not sufficient to obtain a strong converse for general $\mathbf{x}$. We therefore need to impose additional constraints on the mapping. It turns out that requiring real analyticity is enough. Examples of real analytic mappings include, e.g., multivariate polynomials, the exponential function, or trigonometric mappings. This finally leads us to the new concept of $s$-analytic measures and $s$-analytic random vectors.

Definition IV.1. (Analytic measures) A Borel measure $\mu$ on $\mathbb{R}^{m}$ is $s$-analytic, with $s \in\{1, \ldots, m\}$, if, for each $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $\mu(\mathcal{U})>0$, there exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure and a real analytic mapping $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$ of $s$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \mathcal{U}$.

Note that the only requirement on the real analytic mappings in Definition IV.1 is that their $s$ dimensional Jacobians do not vanish identically. Since the $s$-dimensional Jacobian of a real analytic mapping is a real analytic function, it vanishes either identically or on a set of Lebesgue measure zero (cf. Lemma K.7). By Lemma K.8, this guarantees that, for an analytic measure $\mu$, every $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $\mu(\mathcal{U})>0$ contains the real analytic embedding of a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure.

We have the following properties of $s$-analytic measures.
Lemma IV.3. If $\mu$ is an $s$-analytic measure on $\mathbb{R}^{m}$, then the following holds:
i) $\mu$ is $t$-analytic for all $t \in\{1, \ldots, s-1\}$;
ii) $\mu \ll \mathscr{H}^{s}$;
iii) there exists a set $\mathcal{U} \subseteq \mathbb{R}^{m}$ such that $\mu=\left.\mu\right|_{\mathcal{U}}$ and $\left.\mathscr{H}^{s}\right|_{\mathcal{U}}$ is $\sigma$-finite if and only if there exists a countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable set $\mathcal{W} \subseteq \mathbb{R}^{m}$ such that $\mu=\mu \mid \mathcal{W}$.

Proof. See Appendix E
We are now ready to define $s$-analytic random vectors.

Definition IV.2. (Analytic random vectors) A random vector $\mathbf{x} \in \mathbb{R}^{m}$ is $s$-analytic if $\mu_{\mathrm{x}}$ is $s$-analytic. The corresponding value $s$ is the analyticity parameter.

We have the following immediate consequence of Lemma IV.3.
Corollary IV.1. Let $\mathbf{x}$ be $s$-analytic. Then, $\mathbf{x}$ is $s$-rectifiable if and only if it admits a support set $\mathcal{U}$ such that $\left.\mathscr{H}^{s}\right|_{\mathcal{U}}$ is $\sigma$-finite.

Proof. Follows from Properties ii) and iii) in Lemma IV.3 and Definition III.2,

By Corollary IV.1, an $s$-analytic random vector is $s$-rectifiable if and only if it admits a support set $\mathcal{U}$ that is "not too rich" (in terms of $\sigma$-finiteness of $\mathscr{H}^{s} \mid \mathcal{U}$ ). As an example of an $s$-analytic random vector that is not $s$-rectifiable, consider an $(s+1)$-analytic random vector $\mathbf{x}$ with $s>0$. By Property i) in Lemma IV.3, this $\mathbf{x}$ is also $s$-analytic, but it can not be $s$-rectifiable, as shown next. Towards a contradiction, suppose that $\mathbf{x}$ is $s$-rectifiable. Then, by Lemma III.4, $\mathbf{x}$ has a countably $s$-rectifiable support set $\mathcal{U}$, which by Property i) in Lemma III. 1 is also countably $(s+1)$-rectifiable. As, by assumption, $\mathbf{x}$ is $(s+1)$ analytic, Property ii) in Lemma IV.3 implies $\mu_{\mathrm{x}} \ll \mathscr{H}^{s+1}$. Thus, $\mu_{\mathrm{x}} \ll \mathscr{H}^{s+1} \mid \mathcal{U}$ with $\mathcal{U}$ countably $(s+1)$-rectifiable, and we conclude that $\mathbf{x}$ would also be $(s+1)$-rectifiable, which contradicts uniqueness of the rectifiability parameter, as guaranteed by Lemma III. 5 .

We just demonstrated that $s$-analytic random vectors can not be $s$-rectifiable if they are also $(s+1)$ analytic. The question now arises whether $s$-analytic random vectors that fail to be $(s+1)$-analytic (and, therefore, fail to be $t$-analytic for all $t>s$ by Property i) in Lemma IV.3) are necessarily $s$-rectifiable. The next example shows that this is not the case.

Example IV.2. Let $\mathcal{C}$ be the middle third Cantor set [32, p. xii] and consider $\mathcal{U}=\left\{(c t)^{\top}: c \in \mathcal{C}, t \in\right.$ $[0,1]\} \subseteq \mathbb{R}^{2}$. Since $0<\mathscr{H}^{\ln 2 / \ln 3}(\mathcal{C})<\infty$ [32. Example 4.5], it follows that the random vector x with distribution $\mu_{\mathrm{x}}=\pi \times\left(\left.\lambda^{1}\right|_{[0,1]}\right)$, where $\pi=\left.\mathscr{H}^{\ln 2 / \ln 3}\right|_{\mathcal{C}} / \mathscr{H}^{\ln 2 / \ln 3}(\mathcal{C})$, is well defined. We now show that
i) $x$ is 1 -analytic;
ii) x is not 2 -analytic;
iii) x is not 1-rectifiable.

To establish i), consider $\mathcal{B} \in \mathscr{B}\left(\mathbb{R}^{2}\right)$ with $\mathrm{P}[\mathbf{x} \in \mathcal{B}]>0$. Now,

$$
\begin{align*}
0 & <\mu_{\mathbf{x}}(\mathcal{B})  \tag{76}\\
& =\int_{\mathcal{C}} \lambda^{1}\left(\left\{t \in[0,1]:(c t)^{\top} \in \mathcal{B}\right\}\right) \mathrm{d} \pi(c)  \tag{77}\\
& \leq \int_{\mathcal{C}} \lambda^{1}\left(\left\{t \in \mathbb{R}:(c t)^{\top} \in \mathcal{B}\right\}\right) \mathrm{d} \pi(c), \tag{78}
\end{align*}
$$

where in (77) we applied Corollary H.1 (with the finite measure spaces $(\mathbb{R}, \mathscr{B}(\mathbb{R}), \pi)$ and $\left(\mathbb{R}, \mathscr{B}(\mathbb{R}),\left.\lambda^{1}\right|_{[0,1]}\right)$ and (78) is by monotonicity of Lebesgue measure. Thus, by Lemma H.2, there must exist a $c_{0} \in \mathcal{C}$ such that $\mathcal{A}:=\left\{t \in \mathbb{R}:\left(c_{0} t\right)^{\top} \in \mathcal{B}\right\}$ satisfies $\lambda^{1}(\mathcal{A})>0$. Now, define the mapping $h: \mathbb{R} \rightarrow \mathbb{R}^{2}, t \mapsto\left(c_{0} t\right)^{\top}$ and note that this mapping is (trivially) real analytic with $J h \equiv 1$. Moreover, $h(\mathcal{A}) \subseteq \mathcal{B}$ by construction, and $\mathcal{A}$ is Borel measurable as the inverse image of the Borel set $\mathcal{B}$ under the real analytic and, therefore, continuous mapping $h$. Thus, $\mathbf{x}$ is 1 -analytic.

We next show that $\mathbf{x}$ is not 2 -analytic. Towards a contradiction, suppose that $\mathbf{x}$ is 2 -analytic. Since $\mu_{\mathbf{x}}(\mathcal{U})=1$, by 2-analyticity of $\mathbf{x}$, there must exist a set $\mathcal{D} \in \mathscr{B}\left(\mathbb{R}^{2}\right)$ with $\lambda^{2}(\mathcal{D})>0$ and a real-analytic mapping $g: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ of 2-dimensional Jacobian $J g \not \equiv 0$ such that $g(\mathcal{D}) \subseteq \mathcal{U}$. By Property ii) in Lemma K.8, we can assume, without loss of generality (w.l.o.g.), that $\left.g\right|_{\mathcal{D}}$ is an embedding. It follows that

$$
\begin{align*}
\mathscr{H}^{2}(g(\mathcal{D})) & =\int_{\mathcal{D}} J g(\boldsymbol{z}) \mathrm{d} \lambda^{2}(\boldsymbol{z})  \tag{79}\\
& >0 \tag{80}
\end{align*}
$$

where in (79) we applied the area formula Corollary H.3 upon noting that $\left.g\right|_{\mathcal{D}}$ is one-to-one as an embedding and locally Lipschitz by real analyticity of $g$, and (80) is by Lemma H.2, $\lambda^{2}(\mathcal{D})>0$, and $J g(\boldsymbol{z})>0$ for all $\boldsymbol{z} \in \mathcal{D}$. Since $g(\mathcal{D}) \subseteq \mathcal{U}$ and $\mathscr{H}^{2}(g(\mathcal{D}))>0$, monotonicity of $\mathscr{H}^{2}$ yields $\mathscr{H}^{2}(\mathcal{U})>0$. Upon noting that $\mathscr{H}^{1+\ln 2 / \ln 3}(\mathcal{U})<\infty$ [32, Example 4.3], this results in a contradiction to Property i) in Lemma H.13.

Finally, to establish iii), towards a contradiction, suppose that $\mathbf{x}$ is 1 -rectifiable. Then, Lemma $\Pi I I .4$ implies that $\mathbf{x}$ admits a countably 1 -rectifiable support set. As every countably 1 -rectifiable set is the countable union of 1-rectifiable sets, the union bound implies that there must exist a 1 -rectifiable set $\mathcal{V}$ with $\mathrm{P}[\mathbf{x} \in \mathcal{V}]>0$. By Definition III.1, there must therefore exist a compact set $\mathcal{K} \subseteq \mathbb{R}$ and a Lipschitz mapping $f: \mathcal{K} \rightarrow \mathbb{R}^{2}$ such that $\mathcal{V}=f(\mathcal{K})$. It follows that

$$
\begin{align*}
0 & <\mu_{\mathbf{x}}(\mathcal{V})  \tag{81}\\
& =\mu_{\mathbf{x}}(f(\mathcal{K}))  \tag{82}\\
& =\int_{\mathcal{C}} \lambda^{1}\left(\left\{t \in[0,1]:(c t)^{\top} \in f(\mathcal{K})\right\}\right) \mathrm{d} \pi(c),  \tag{83}\\
& =\int_{\mathcal{C}} \lambda^{1}\left(\left\{t \in[0,1]:(c t)^{\top} \in f\left(\mathcal{A}_{c}\right)\right\}\right) \mathrm{d} \pi(c), \tag{84}
\end{align*}
$$

where in (83) we applied Corollary H.1 (with the finite measure spaces $(\mathbb{R}, \mathscr{B}(\mathbb{R}), \pi)$ and $\left(\mathbb{R}, \mathscr{B}(\mathbb{R}),\left.\lambda^{1}\right|_{[0,1]}\right)$ and in (84) we set, for every $c \in \mathcal{C}$,

$$
\begin{equation*}
\mathcal{A}_{c}=f^{-1}\left(\left\{(c t)^{\top}: t \in[0,1]\right\}\right) \subseteq \mathcal{K} . \tag{85}
\end{equation*}
$$

Note that the sets $\mathcal{A}_{c} \subseteq \mathcal{K}$ are pairwise disjoint as inverse images of pairwise disjoint sets. Now, Lemma H. 2 together with (81)-84) implies that there must exist a set $\mathcal{F} \subseteq \mathcal{C}$ with $\pi(\mathcal{F})>0$ such that

$$
\begin{equation*}
\lambda^{1}\left(\left\{t \in[0,1]:(c t)^{\top} \in f\left(\mathcal{A}_{c}\right)\right\}\right)>0 \quad \text { for all } c \in \mathcal{F} \tag{86}
\end{equation*}
$$

Since $\pi=\left.\mathscr{H}^{\ln 2 / \ln 3}\right|_{\mathcal{C}} / \mathscr{H}^{\ln 2 / \ln 3}(\mathcal{C})$ and $0<\pi(\mathcal{F}) \leq 1$, the definition of Hausdorff dimension (cf. Definition H.8) implies $\operatorname{dim}_{H}(\mathcal{F})=\ln 2 / \ln 3$. As every countable set has Hausdorff dimension zero [32, p. 29], we conclude that $\mathcal{F}$ must be uncountable. Moreover,

$$
\begin{align*}
\lambda^{1}\left(\mathcal{A}_{c}\right) & =\mathscr{H}^{1}\left(\mathcal{A}_{c}\right)  \tag{87}\\
& \geq \frac{1}{L} \mathscr{H}^{1}\left(f\left(\mathcal{A}_{c}\right)\right)  \tag{88}\\
& \geq \frac{1}{L} \mathscr{H}^{1}\left(\left\{t \in[0,1]:(c t)^{\top} \in f\left(\mathcal{A}_{c}\right)\right\}\right)  \tag{89}\\
& =\frac{1}{L} \lambda^{1}\left(\left\{t \in[0,1]:(c t)^{\top} \in f\left(\mathcal{A}_{c}\right)\right\}\right)  \tag{90}\\
& >0 \quad \text { for all } c \in \mathcal{F} \tag{91}
\end{align*}
$$

where (87) and (90) follow from Property (iii) in Lemma H.13, (88) is by Property ii) in Lemma H. 13 with $L$ the Lipschitz constant of $f$, (89) is again by Property ii) in Lemma H. 13 with the Lipschitz constant of the projection $\boldsymbol{e}_{2}^{\top}: \mathbb{R}^{2} \rightarrow \mathbb{R},(c t)^{\top} \mapsto t$ equal to one, and in (91) we used 86). As the sets $\mathcal{A}_{c}$ are pairwise disjoint subsets of positive Lebesgue measure of the compact set $\mathcal{K}$, it follows that

$$
\begin{equation*}
\sup _{\mathcal{E} \subseteq \mathcal{F}:|\mathcal{E}|<\infty} \sum_{c \in \mathcal{E}} \lambda^{1}\left(\mathcal{A}_{c}\right) \leq \lambda^{1}(\mathcal{K})<\infty, \tag{92}
\end{equation*}
$$

which, by Lemma H.14, contradicts the uncountability of $\mathcal{F}$. Therefore, $\mathbf{x}$ can not be 1 -rectifiable.
Our strong converse for analytic random vectors will be based on the following result.
Theorem IV.1. Let $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ be of positive Lebesgue measure, $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$, with $s \leq m$, real analytic of $s$-dimensional Jacobian $J h \not \equiv 0$, and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ real analytic. If $f$ is one-to-one on $h(\mathcal{A})$, then $n \geq s$.

Proof. See Section VII.
With the help of Theorem IV.1, we can now prove the strong converse for $s$-analytic random vectors.
Corollary IV.2. For $\mathbf{x} \in \mathbb{R}^{m} s$-analytic, $n \geq s$ is necessary for the existence of a measurement matrix $\boldsymbol{A} \in \mathbb{R}^{n \times m}$ and a Borel measurable mapping $g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ such that $\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}]<1$.

Proof. Suppose, to the contrary, that there exist a measurement matrix $\boldsymbol{A} \in \mathbb{R}^{n \times m}$ and a Borel measurable mapping $g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ satisfying $\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}]<1$ for $n<s$. Then, by Lemma IV.1, there must exist a $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $\mathrm{P}[\mathbf{x} \in \mathcal{U}]>0$ such that $\boldsymbol{A}$ is one-to-one on $\mathcal{U}$. As $\mathrm{P}[\mathbf{x} \in \mathcal{U}]>0$, the $s$-analyticity of $\mu_{\mathrm{x}}$ implies the existence of a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure along with a real analytic mapping $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$ of $s$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \mathcal{U}$. As $\boldsymbol{A}$ is
one-to-one on $h(\mathcal{A})$ and linear mappings are trivially real-analytic, Theorem IV. 1 implies that we must have $n \geq s$, which contradicts $n<s$.

We next show that the $s$-rectifiable random vectors considered in Examples III.1-III. 3 are all $s$-analytic with the analyticity parameter equal to the corresponding rectifiability parameter. We need the following result, which states that real analytic immersions preserve analyticity in the following sense.

Lemma IV.4. If $\mathbf{x} \in \mathbb{R}^{m}$ is $s$-analytic and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$, with $m \leq k$, is a real analytic immersion, then $f(\mathbf{x})$ is $s$-analytic.

Proof. See Appendix F
Example IV.3. We show that $\mathbf{x}$ in Example III.1 is $s$-analytic. To this end, we consider an arbitrary but fixed $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $\mu_{\mathbf{x}}(\mathcal{U})>0$ and establish the existence of a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure and a real analytic mapping $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$ of $s$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \mathcal{U}$. Since

$$
\begin{align*}
0 & <\mu_{\mathbf{x}}(\mathcal{U})  \tag{93}\\
& =\mathrm{P}\left[\left(\boldsymbol{e}_{\mathrm{k}_{1}} \ldots \boldsymbol{e}_{\mathrm{k}_{s}}\right) \mathbf{z} \in \mathcal{U}\right]  \tag{94}\\
& =\sum_{1 \leq i_{1}<\cdots<i_{s} \leq m} \mathrm{P}\left[\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{s}}\right) \mathbf{z} \in \mathcal{U}\right] \mathrm{P}\left[\mathbf{k}=\left(i_{1} \ldots i_{s}\right)^{\mathrm{T}}\right], \tag{95}
\end{align*}
$$

there must exist a set of indices $\left\{i_{1}, \ldots, i_{s}\right\} \subseteq\{1, \ldots, m\}$ with $i_{1}<\cdots<i_{s}$ such that

$$
\begin{equation*}
\mathrm{P}[u(\mathbf{z}) \in \mathcal{U}]>0 \tag{96}
\end{equation*}
$$

where $u: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}, \boldsymbol{z} \mapsto\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{s}}\right) \boldsymbol{z}$. As $\mu_{\mathbf{z}} \ll \lambda^{s}$ by assumption, $\mathbf{z}$ is $s$-analytic thanks to Lemma IV. 5 below. The mapping $u$ is linear and, therefore, trivially real analytic. Furthermore,

$$
\begin{align*}
J u(\boldsymbol{z}) & =\sqrt{\operatorname{det}\left(\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{s}}\right)^{\mathrm{\top}}\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{s}}\right)\right)}  \tag{97}\\
& =\sqrt{\operatorname{det} \boldsymbol{I}_{s}}  \tag{98}\\
& =1 \quad \text { for all } \boldsymbol{z} \in \mathbb{R}^{s}, \tag{99}
\end{align*}
$$

where (97) follows from $D u(\boldsymbol{z})=\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{s}}\right)$ for all $\boldsymbol{z} \in \mathbb{R}^{s}$, which proves that $u$ is an immersion. We can therefore employ Lemma IV. 4 and conclude that $u(\mathbf{z})$ is $s$-analytic. Hence, Definition IV. 2 together with (96) implies that there must exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure and a real analytic mapping $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$ of $s$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \mathcal{U}$.

Lemma IV.5. If $\mathbf{x} \in \mathbb{R}^{m}$ with $\mu_{\mathbf{x}} \ll \lambda^{m}$, then $\mathbf{x}$ is $m$-analytic.

Proof. We have to show that, for each $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $\mu_{\mathbf{x}}(\mathcal{U})>0$, we can find a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ of positive Lebesgue measure and a real analytic mapping $h: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ of $m$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \mathcal{U}$. For given such $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$, simply take $\mathcal{A}=\mathcal{U}$ and $h$ the identity mapping on $\mathbb{R}^{m}$.

Example IV.4. We show that $\mathbf{x}=\mathbf{a} \otimes \mathbf{b} \in \mathbb{R}^{k l}$ as in Example III.2 is $(r+t-1)$-analytic. To this end, let $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{k l}\right)$ with $\mu_{\mathrm{x}}(\mathcal{U})>0$ be arbitrary but fixed. We have to establish that there exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{r+t-1}\right)$ of positive Lebesgue measure and a real analytic mapping $h: \mathbb{R}^{r+t-1} \rightarrow \mathbb{R}^{k l}$ of $(r+t-1)$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \mathcal{U}$. Since

$$
\begin{align*}
0< & \mu_{\mathbf{x}}(\mathcal{U})  \tag{100}\\
= & \mathrm{P}\left[\left(\left(\boldsymbol{e}_{\mathbf{p}_{1}} \ldots \boldsymbol{e}_{\mathbf{p}_{r}}\right) \mathbf{u}\right) \otimes\left(\left(\boldsymbol{e}_{\mathbf{q}_{1}} \ldots \boldsymbol{e}_{\mathrm{q}_{t}}\right) \mathbf{v}\right) \in \mathcal{U}\right]  \tag{101}\\
= & \mathrm{P}\left[\left(\left(\boldsymbol{e}_{\mathbf{p}_{1}} \ldots \boldsymbol{e}_{\mathbf{p}_{r}}\right) \otimes\left(\boldsymbol{e}_{\mathrm{q}_{1}} \ldots \boldsymbol{e}_{\mathrm{q}_{t}}\right)\right)(\mathbf{u} \otimes \mathbf{v}) \in \mathcal{U}\right]  \tag{102}\\
= & \sum_{\substack{1 \leq i_{1}<\cdots<i_{r} \leq k \\
1 \leq j_{1}<\cdots<j_{t} \leq l}} \mathrm{P}\left[\left(\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{r}}\right) \otimes\left(\boldsymbol{e}_{j_{1}} \ldots \boldsymbol{e}_{j_{t}}\right)\right)(\mathbf{u} \otimes \mathbf{v}) \in \mathcal{U}\right]  \tag{103}\\
& \mathrm{P}\left[\mathbf{p}=\left(i_{1} \ldots i_{r}\right)^{\mathrm{T}}, \mathbf{q}=\left(j_{1} \ldots j_{t}\right)^{\mathrm{T}}\right], \tag{104}
\end{align*}
$$

there must exist a set of indices $\left\{i_{1}, \ldots, i_{r}\right\} \subseteq\{1, \ldots, m\}$ with $i_{1}<\cdots<i_{r}$ and a set of indices $\left\{j_{1}, \ldots, j_{t}\right\} \subseteq\{1, \ldots, m\}$ with $j_{1}<\cdots<j_{t}$ such that

$$
\begin{equation*}
\mathrm{P}[v(\mathbf{u} \otimes \mathbf{v}) \in \mathcal{U}]>0 \tag{105}
\end{equation*}
$$

where

$$
\begin{align*}
v: \mathbb{R}^{r t} & \rightarrow \mathbb{R}^{k l}  \tag{106}\\
\boldsymbol{w} & \mapsto\left(\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{r}}\right) \otimes\left(\boldsymbol{e}_{j_{1}} \ldots \boldsymbol{e}_{j_{t}}\right)\right) \boldsymbol{w} \tag{107}
\end{align*}
$$

Since $\mu_{\mathbf{u}} \times \mu_{\mathbf{v}} \ll \lambda^{r+t}$ by assumption, it follows from Lemma IV.6 below that $\mathbf{u} \otimes \mathbf{v}$ is $(r+t-1)$-analytic. The mapping $v$ is linear and, therefore, trivially real analytic. Furthermore,

$$
\begin{align*}
J v(\boldsymbol{w}) & =\sqrt{\operatorname{det}\left(\left(\boldsymbol{E}_{1} \otimes \boldsymbol{E}_{2}\right)^{\top}\left(\boldsymbol{E}_{1} \otimes \boldsymbol{E}_{2}\right)\right)}  \tag{108}\\
& =\sqrt{\operatorname{det}\left(\left(\boldsymbol{E}_{1}^{\top} \boldsymbol{E}_{1}\right) \otimes\left(\boldsymbol{E}_{2}^{\top} \boldsymbol{E}_{2}\right)\right)}  \tag{109}\\
& =\sqrt{\operatorname{det}\left(\boldsymbol{I}_{r} \otimes \boldsymbol{I}_{t}\right)}  \tag{110}\\
& =1 \quad \text { for all } \boldsymbol{w} \in \mathbb{R}^{r t}, \tag{111}
\end{align*}
$$

where (108) follows from $D v(\boldsymbol{w})=\boldsymbol{E}_{1} \otimes \boldsymbol{E}_{2}$, with $\boldsymbol{E}_{1}=\left(\boldsymbol{e}_{i_{1}} \ldots \boldsymbol{e}_{i_{r}}\right)$ and $\boldsymbol{E}_{2}=\left(\boldsymbol{e}_{j_{1}} \ldots \boldsymbol{e}_{j_{t}}\right)$, for all $\boldsymbol{w} \in \mathbb{R}^{r t}$, which proves that $v$ is an immersion. We can therefore employ Lemma IV. 4 and conclude that $v(\mathbf{u} \otimes \mathbf{v})$ is $(r+t-1)$-analytic. Hence, Definition IV.2 together with 105) implies that there must exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{r+t-1}\right)$ of positive Lebesgue measure and a real analytic mapping $h: \mathbb{R}^{r+t-1} \rightarrow \mathbb{R}^{k l}$ of $(r+t-1)$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \mathcal{U}$.

Lemma IV.6. If $\mathbf{a} \in \mathbb{R}^{k}$ and $\mathbf{b} \in \mathbb{R}^{l}$ with $\mu_{\mathbf{a}} \times \mu_{\mathbf{b}} \ll \lambda^{k+l}$, then $\mathbf{a} \otimes \mathbf{b}$ is $(k+l-1)$-analytic.
Proof. See Appendix G
Example IV.5. Let $\mathbf{x}, \mathbf{z}$, and $h$ be as in Example III.3. We first note that $\sin$ and cos are real analytic. In fact, it follows from the ratio test [39, Theorem 3.34] that the power series

$$
\begin{align*}
& \sin (z)=\sum_{n=0}^{\infty} \frac{(-1)^{n} z^{2 n+1}}{(2 n+1)!}  \tag{112}\\
& \cos (z)=\sum_{n=0}^{\infty} \frac{(-1)^{n} z^{2 n}}{(2 n)!} \tag{113}
\end{align*}
$$

are absolutely convergent for all $z \in \mathbb{R}$. Thus, $\sin$ and $\cos$ can both be represented by convergent power series at 0 with infinite convergence radius. Lemma K.1 therefore implies that sin and cos are both real analytic. As each component of $h$ is real analytic, so is $h$. Furthermore, $J h(z)=\sqrt{\sin ^{2}(z)+\cos ^{2}(z)}=1$ for all $z \in \mathbb{R}$, which implies that $h$ is a real analytic immersion. Since $z$ is 1 -analytic by Lemma IV. 5 and $\mathbf{x}=h(\mathrm{z})$, Lemma IV. 4 implies that $\mathbf{x}$ is 1-analytic.

## V. Proof of Theorem II.1 (Achievability)

Suppose that $K(\mathbf{x})<n$. It then follows from (9) that $\mathbf{x}$ must admit a support set $\mathcal{U} \subseteq \mathbb{R}^{m}$ with $\operatorname{dim}_{\mathrm{MB}}(\mathcal{U})<n$. We first construct a new support set $\mathcal{V} \subseteq \mathbb{R}^{m}$ for $\mathbf{x}$ as a countable union of compact sets
 decoder $g$ satisfying $\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}]=0$. The construction of $\mathcal{V}$ starts by noting that, thanks to Definition II.2, $\underline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U})<n$ implies the existence of a covering $\left\{\mathcal{U}_{i}\right\}_{i \in \mathbb{N}}$ of $\mathcal{U}$ by nonempty compact sets $\mathcal{U}_{i}$ satisfying

$$
\begin{equation*}
\sup _{i \in \mathbb{N}} \operatorname{dim}_{\mathrm{B}}\left(\mathcal{U}_{i}\right)<n . \tag{114}
\end{equation*}
$$

For this covering, we set

$$
\begin{equation*}
\mathcal{V}=\bigcup_{i \in \mathbb{N}} \mathcal{U}_{i} \tag{115}
\end{equation*}
$$

and note that

$$
\begin{align*}
{\underset{\operatorname{dim}}{\mathrm{MB}}}^{(\mathcal{V})} & =\inf \left\{\sup _{i \in \mathbb{N}} \underline{\operatorname{dim}}_{\mathrm{B}}\left(\mathcal{V}_{i}\right): \mathcal{V} \subseteq \bigcup_{i \in \mathbb{N}} \mathcal{V}_{i}\right\}  \tag{116}\\
& \leq \sup _{i \in \mathbb{N}} \underline{\operatorname{dim}}_{\mathrm{B}}\left(\mathcal{U}_{i}\right)  \tag{117}\\
& <n, \tag{118}
\end{align*}
$$

where (116) follows from Definition II.2 with the infimum taken over all coverings $\left\{\mathcal{V}_{i}\right\}_{i \in \mathbb{N}}$ of $\mathcal{V}$ by nonempty compact sets $\mathcal{V}_{i}$, (117) is by (115), and in (118) we used (114). Since $\operatorname{dim}_{\mathrm{MB}}\left(\mathbb{R}^{m}\right)=m$ by Property i) of Lemma H.12, and $\operatorname{dim}_{\mathrm{MB}}(\mathcal{V})<n \leq m$, we must have $\mathcal{V} \subsetneq \mathbb{R}^{m}$. Now, $\mathcal{V}$ is a support set because it contains the support set $\mathcal{U}$ as a subset. Furthermore, since $\mathrm{P}[\mathbf{x} \in \mathcal{V}]=1$ and $\mathcal{V} \subsetneq \mathbb{R}^{m}$, there must exist an $\boldsymbol{e} \in \mathbb{R}^{m} \backslash \mathcal{V}$ such that $\mathrm{P}[\mathbf{x}=\boldsymbol{e}]=0$. This $\boldsymbol{e}$ will be used to declare a decoding error. We will show in Section V-A that there exists a Borel measurable mapping $g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ satisfying

$$
g(\boldsymbol{A}, \boldsymbol{y}) \begin{cases}\in\{\boldsymbol{v} \in \mathcal{V}: \boldsymbol{A} \boldsymbol{v}=\boldsymbol{y}\} & \text { if } \exists \boldsymbol{v} \in \mathcal{V}: \boldsymbol{A} \boldsymbol{v}=\boldsymbol{y}  \tag{119}\\ =\boldsymbol{e} & \text { else }\end{cases}
$$

The mapping $g$ is guaranteed to deliver a $\boldsymbol{v} \in \mathcal{V}$ that is consistent with $(\boldsymbol{A}, \boldsymbol{y})$ (in the sense of $\boldsymbol{A} \boldsymbol{v}=\boldsymbol{y})$ if at least one such consistent $\boldsymbol{v} \in \mathcal{V}$ exists, otherwise an error is declared by delivering the "error symbol" $\boldsymbol{e}$. Next, for each $\boldsymbol{A} \in \mathbb{R}^{n \times m}$, let $p_{\mathrm{e}}(\boldsymbol{A})$ denote the probability of error defined as

$$
\begin{equation*}
p_{\mathrm{e}}(\boldsymbol{A})=\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}] . \tag{120}
\end{equation*}
$$

It remains to show that $p_{\mathrm{e}}(\boldsymbol{A})=0$ for $\lambda^{n \times m}$-a.a. $\boldsymbol{A}$. Now,

$$
\begin{align*}
p_{\mathrm{e}}(\boldsymbol{A}) & =\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}, \mathbf{x} \in \mathcal{V}]+\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}, \mathbf{x} \notin \mathcal{V}]  \tag{121}\\
& =\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}, \mathbf{x} \in \mathcal{V}]  \tag{122}\\
& =\mathrm{P}[(\boldsymbol{A}, \mathbf{x}) \in \mathcal{A}] \quad \text { for all } \boldsymbol{A} \in \mathbb{R}^{n \times m}, \tag{123}
\end{align*}
$$

where (122) follows from $\mathrm{P}[\mathbf{x} \in \mathcal{V}]=1$ and in (123) we set

$$
\begin{equation*}
\mathcal{A}=\left\{(\boldsymbol{A}, \boldsymbol{x}) \in \mathbb{R}^{n \times m} \times \mathcal{V}: g(\boldsymbol{A}, \boldsymbol{A} \boldsymbol{x}) \neq \boldsymbol{x}\right\} . \tag{124}
\end{equation*}
$$

Since $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{n \times m}\right) \otimes \mathscr{B}\left(\mathbb{R}^{m}\right)$ by Lemma V.1 below (with $\mathcal{X}=\mathbb{R}^{m}, \mathcal{Y}=\mathbb{R}^{n \times m}, f(\boldsymbol{x}, \boldsymbol{A})=g(\boldsymbol{A}, \boldsymbol{A} \boldsymbol{x})$, and $\mathcal{V} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ as a countable union of compact sets), we can apply Corollary H.1 (with the $\sigma$-finite measure spaces $\left(\mathbb{R}^{m}, \mathscr{B}\left(\mathbb{R}^{m}\right), \mu_{\mathbf{x}}\right)$ and $\left.\left(\mathbb{R}^{n \times m}, \mathscr{B}\left(\mathbb{R}^{n \times m}\right), \lambda^{n \times m}\right)\right)$ to $\mathcal{A}$ and get

$$
\begin{equation*}
\int_{\mathbb{R}^{n \times m}} p_{\mathrm{e}}(\boldsymbol{A}) \mathrm{d} \lambda^{n \times m}(\boldsymbol{A})=\int_{\mathbb{R}^{m}} \lambda^{n \times m}(\{\boldsymbol{A}:(\boldsymbol{A}, \boldsymbol{x}) \in \mathcal{A}\}) \mathrm{d} \mu_{\mathbf{x}}(\boldsymbol{x}) . \tag{125}
\end{equation*}
$$

Next, note that for $\boldsymbol{y}=\boldsymbol{A} \boldsymbol{x}$ with $\boldsymbol{x} \in \mathcal{V}$, the vector $g(\boldsymbol{A}, \boldsymbol{y})$ can differ from $\boldsymbol{x}$ only if there is a $\boldsymbol{v} \in \mathcal{V} \backslash\{\boldsymbol{x}\}$ that is consistent with $\boldsymbol{y}$, i.e., if $\boldsymbol{y}=\boldsymbol{A} \boldsymbol{v}$ for some $\boldsymbol{v} \in \mathcal{V} \backslash\{\boldsymbol{x}\}$. Thus,

$$
\begin{equation*}
\mathcal{A} \subseteq\left\{(\boldsymbol{A}, \boldsymbol{x}) \in \mathbb{R}^{n \times m} \times \mathcal{V}: \operatorname{ker}(\boldsymbol{A}) \cap \mathcal{V}_{\boldsymbol{x}} \neq\{\mathbf{0}\}\right\} \tag{126}
\end{equation*}
$$

where, for each $\boldsymbol{x} \in \mathcal{V}$, we set

$$
\begin{equation*}
\mathcal{V}_{\boldsymbol{x}}=\{\boldsymbol{v}-\boldsymbol{x}: \boldsymbol{v} \in \mathcal{V}\} . \tag{127}
\end{equation*}
$$

As (126) yields

$$
\begin{equation*}
\left\{\boldsymbol{A} \in \mathbb{R}^{n \times m}:(\boldsymbol{A}, \boldsymbol{x}) \in \mathcal{A}\right\} \subseteq\left\{\boldsymbol{A} \in \mathbb{R}^{n \times m}: \operatorname{ker}(\boldsymbol{A}) \cap \mathcal{V}_{\boldsymbol{x}} \neq\{\mathbf{0}\}\right\}, \tag{128}
\end{equation*}
$$

monotonicity of $\lambda^{n \times m}$ implies

$$
\begin{align*}
& \lambda^{n \times m}\left(\left\{\boldsymbol{A} \in \mathbb{R}^{n \times m}:(\boldsymbol{A}, \boldsymbol{x}) \in \mathcal{A}\right\}\right)  \tag{129}\\
& \leq \lambda^{n \times m}\left(\left\{\boldsymbol{A} \in \mathbb{R}^{n \times m}: \operatorname{ker}(\boldsymbol{A}) \cap \mathcal{V}_{\boldsymbol{x}} \neq\{\mathbf{0}\}\right\}\right) \quad \text { for all } \boldsymbol{x} \in \mathcal{V} . \tag{130}
\end{align*}
$$

The null-space property Proposition II.1, with $\mathcal{U}=\mathcal{V}_{\boldsymbol{x}}$ and $\underline{\operatorname{dim}}_{\mathrm{MB}}\left(\mathcal{V}_{\boldsymbol{x}}\right)=\underline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{V})<n$ ((lower) modified Minkowski dimension is invariant under translation, as seen by translating covering balls accordingly) now implies that (130) equals zero for all $\boldsymbol{x} \in \mathcal{V}$. Therefore, 129) must equal zero as well for all $\boldsymbol{x} \in \mathcal{V}$. We conclude that both sides of (125) must equal zero as the integrand on the righthand side is identically zero (recall that $\mathcal{V}$ is a support set of $\mathbf{x}$ ), which, by Lemma H.2, implies that we must have $p_{\mathrm{e}}(\boldsymbol{A})=0$ for $\lambda^{n \times m}-$ a.a. $\boldsymbol{A}$, thereby completing the proof.

## A. Existence of Borel Measurable $g$

Recall that i) $\mathcal{V}=\bigcup_{i \in \mathbb{N}} \mathcal{U}_{i} \subsetneq \mathbb{R}^{m}$, where $\mathcal{U}_{i} \subseteq \mathbb{R}^{m}$ is nonempty and compact for all $i \in \mathbb{N}$ and ii) the error symbol $e \in \mathbb{R}^{m} \backslash \mathcal{V}$. We have to show that there exists a Borel measurable mapping $g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{m}$ such that

$$
g(\boldsymbol{A}, \boldsymbol{y}) \begin{cases}\in\{\boldsymbol{v} \in \mathcal{V}: \boldsymbol{A} \boldsymbol{v}=\boldsymbol{y}\} & \text { if } \exists \boldsymbol{v} \in \mathcal{V}: \boldsymbol{A} \boldsymbol{v}=\boldsymbol{y}  \tag{131}\\ =\boldsymbol{e} & \text { else. }\end{cases}
$$

To this end, first consider the mapping

$$
\begin{align*}
f: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \times \mathbb{R}^{m} & \rightarrow \mathbb{R}  \tag{132}\\
(\boldsymbol{A}, \boldsymbol{y}, \boldsymbol{v}) & \mapsto\|\boldsymbol{y}-\boldsymbol{A} \boldsymbol{v}\|_{2} . \tag{133}
\end{align*}
$$

Since $f$ is continuous, Lemma I.3 implies that $f$ is a normal integrand (see Definition I.4) with respect to $\mathscr{B}\left(\mathbb{R}^{n \times m} \times \mathbb{R}^{n}\right)$. For each $i \in \mathbb{N}$, let

$$
\begin{align*}
\mathcal{T}_{i} & =\left\{(\boldsymbol{A}, \boldsymbol{y}) \in \mathbb{R}^{n \times m} \times \mathbb{R}^{n}: \exists \boldsymbol{u} \in \mathcal{U}_{i} \text { with } f(\boldsymbol{A}, \boldsymbol{y}, \boldsymbol{u}) \leq 0\right\}  \tag{134}\\
& =\left\{(\boldsymbol{A}, \boldsymbol{y}) \in \mathbb{R}^{n \times m} \times \mathbb{R}^{n}: \exists \boldsymbol{u} \in \mathcal{U}_{i} \text { with } \boldsymbol{A} \boldsymbol{u}=\boldsymbol{y}\right\} \tag{135}
\end{align*}
$$

It now follows from Properties ii) and iii) of Lemma I. 5 (with $\mathcal{T}=\mathbb{R}^{n \times m} \times \mathbb{R}^{n}, \alpha=0, \mathcal{K}=\mathcal{U}_{i}$, and $f$ as in $(132)-133)$, which is a normal integrand with respect to $\mathscr{B}\left(\mathbb{R}^{n \times m} \times \mathbb{R}^{n}\right)$ ) that i) $\mathcal{T}_{i} \in \mathscr{B}\left(\mathbb{R}^{n \times m} \times \mathbb{R}^{n}\right)$ for all $i \in \mathbb{N}$ and ii) for every $i \in \mathbb{N}$, there exists a Borel measurable mapping

$$
\begin{align*}
& p_{i}: \mathcal{T}_{i} \rightarrow \mathbb{R}^{m}  \tag{136}\\
& (\boldsymbol{A}, \boldsymbol{y}) \mapsto p_{i}(\boldsymbol{A}, \boldsymbol{y}) \in\left\{\boldsymbol{u} \in \mathcal{U}_{i}: \boldsymbol{A} \boldsymbol{u}=\boldsymbol{y}\right\} \tag{137}
\end{align*}
$$

For each $i \in \mathbb{N}$, the mapping $p_{i}$ can be extended to a mapping $g_{i}: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ by setting

$$
\begin{align*}
\left.g_{i}\right|_{\mathcal{T}_{i}} & =p_{i}  \tag{138}\\
\left.g_{i}\right|_{\left.\mathbb{R}^{n \times m} \times \mathbb{R}^{n}\right) \backslash \mathcal{T}_{i}} & =\boldsymbol{e} \tag{139}
\end{align*}
$$

which is Borel measurable thanks to Lemma H.6 as $p_{i}$ is Borel measurable and $\mathcal{T}_{i} \in \mathscr{B}\left(\mathbb{R}^{n \times m} \times \mathbb{R}^{n}\right)$. Based on this sequence $\left\{g_{i}\right\}_{i \in \mathbb{N}}$ of Borel measurable mappings $g_{i}$, we now construct a Borel measurable mapping satisfying (131). The idea underlying this construction is as follows. For a given pair $(\boldsymbol{A}, \boldsymbol{y})$, we first use $g_{1}$ to try to find a consistent (in the sense of $\left.\boldsymbol{y}=\boldsymbol{A} \boldsymbol{u}\right) \boldsymbol{u} \in \mathcal{U}_{1}$. If $g_{1}$ delivers the error symbol $\boldsymbol{e}$, we use $g_{2}$ to try to find a consistent $\boldsymbol{u} \in \mathcal{U}_{2}$. This procedure is continued until a $g_{i}$ delivers a consistent $\boldsymbol{u} \in \mathcal{U}_{i}$. If no $g_{i}$ yields a consistent $\boldsymbol{u} \in \mathcal{U}_{i}$, we deliver the error symbol $\boldsymbol{e}$ as the final decoder output. The formal construction is as follows. We set $G_{1}=g_{1}$ and, for every $i \in \mathbb{N} \backslash\{1\}$, we define the mapping $G_{i}: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ iteratively by setting

$$
G_{i}(\boldsymbol{A}, \boldsymbol{y})= \begin{cases}G_{i-1}(\boldsymbol{A}, \boldsymbol{y}) & \text { if } G_{i-1}(\boldsymbol{A}, \boldsymbol{y}) \neq \boldsymbol{e}  \tag{140}\\ g_{i}(\boldsymbol{A}, \boldsymbol{y}) & \text { else }\end{cases}
$$

Then, $G_{1}\left(=g_{1}\right)$ is Borel measurable, and, for each $i \in \mathbb{N} \backslash\{1\}$, the Borel-measurability of $G_{i}$ follows from the Borel-measurability of $G_{i-1}$ and $g_{i}$ thanks to Lemma V. 2 below. Note that by construction

$$
G_{i}(\boldsymbol{A}, \boldsymbol{y}) \begin{cases}\in\left\{\boldsymbol{v} \in \bigcup_{j=1}^{i} \mathcal{U}_{j}: \boldsymbol{A} \boldsymbol{v}=\boldsymbol{y}\right\} & \text { if } \exists \boldsymbol{v} \in \bigcup_{j=1}^{i} \mathcal{U}_{j}: \boldsymbol{A} \boldsymbol{v}=\boldsymbol{y}  \tag{141}\\ =\boldsymbol{e} & \text { else. }\end{cases}
$$

Finally, we obtain $g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ according to

$$
\begin{equation*}
g(\boldsymbol{A}, \boldsymbol{y})=\lim _{i \rightarrow \infty} G_{i}(\boldsymbol{A}, \boldsymbol{y}) \tag{142}
\end{equation*}
$$

which satisfies (131) by construction. As the pointwise limit of a sequence of Borel measurable mappings, $g$ is Borel measurable thanks to Corollary H. 2 .

Lemma V.1. Let $\mathcal{X}$ and $\mathcal{Y}$ be Euclidean spaces, consider a Borel measurable mapping

$$
\begin{equation*}
f: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X} \tag{143}
\end{equation*}
$$

and let $\mathcal{V} \in \mathscr{B}(\mathcal{X})$. Then,

$$
\begin{equation*}
\mathcal{A}=\{(x, y) \in \mathcal{V} \times \mathcal{Y}: f(x, y) \neq x\} \in \mathscr{B}(\mathcal{X} \times \mathcal{Y})=\mathscr{B}(\mathcal{X}) \otimes \mathscr{B}(\mathcal{Y}) \tag{144}
\end{equation*}
$$

Proof. We first note that $\mathscr{B}(\mathcal{X} \times \mathcal{X})=\mathscr{B}(\mathcal{X}) \otimes \mathscr{B}(\mathcal{X})$ and $\mathscr{B}(\mathcal{X} \times \mathcal{Y})=\mathscr{B}(\mathcal{X}) \otimes \mathscr{B}(\mathcal{Y})$, both thanks to Lemma H.3. Therefore, $\mathcal{V} \times \mathcal{X} \in \mathscr{B}(\mathcal{X} \times \mathcal{X})$. Now, consider the diagonal $\mathcal{D}=\{(x, x): x \in \mathcal{X}\}$ and note that $\mathcal{D}$ as the inverse image of $\{0\}$ under the Borel measurable mapping $g: \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{X},(u, v) \mapsto u-v$ is in $\mathscr{B}(\mathcal{X} \times \mathcal{X})$. Let $\mathcal{C}=(\mathcal{V} \times \mathcal{X}) \cap((\mathcal{X} \times \mathcal{X}) \backslash \mathcal{D})$. Since $\mathcal{D} \in \mathscr{B}(\mathcal{X} \times \mathcal{X})$, it follows that $\mathcal{C} \in \mathscr{B}(\mathcal{X} \times \mathcal{X})$. Define the mapping

$$
\begin{align*}
F: \mathcal{X} \times \mathcal{Y} & \rightarrow \mathcal{X} \times \mathcal{X}  \tag{145}\\
(x, y) & \mapsto(x, f(x, y)) \tag{146}
\end{align*}
$$

and note that it is Borel measurable thanks to Lemma H.5 (with $f_{1}: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X},(x, y) \mapsto x$ and $\left.f_{2}: \mathcal{X} \times \mathcal{Y} \rightarrow \mathcal{X},(x, y) \mapsto f(x, y)\right)$. Finally, $\mathcal{A} \in \mathscr{B}(\mathcal{X} \times \mathcal{Y})$ as $\mathcal{A}=F^{-1}(\mathcal{C})$.

Lemma V.2. Let $\mathcal{X}$ and $\mathcal{Y}$ be topological spaces and $y_{0} \in \mathcal{Y}$ and suppose that $f, g: \mathcal{X} \rightarrow \mathcal{Y}$ are both Borel measurable. Then, $h: \mathcal{X} \rightarrow \mathcal{Y}$,

$$
h(x)= \begin{cases}f(x) & \text { if } f(x) \neq y_{0}  \tag{147}\\ g(x) & \text { else }\end{cases}
$$

is Borel measurable.

Proof. We have to show that $h^{-1}(\mathcal{U}) \in \mathscr{B}(\mathcal{X})$ for all $\mathcal{U} \in \mathscr{B}(\mathcal{Y})$. To this end, consider an arbitrary but fixed $\mathcal{U} \in \mathscr{B}(\mathcal{Y})$. Now, $\left\{y_{0}\right\} \in \mathscr{B}(\mathcal{Y})$ implies $\mathcal{U} \backslash\left\{y_{0}\right\} \in \mathscr{B}(\mathcal{Y})$. We write $h^{-1}(\mathcal{U})=\mathcal{A} \cup \mathcal{B}$ with

$$
\begin{align*}
\mathcal{A} & =\left\{x \in \mathcal{X}: h(x) \in \mathcal{U}, f(x) \neq y_{0}\right\}  \tag{148}\\
\mathcal{B} & =\left\{x \in \mathcal{X}: h(x) \in \mathcal{U}, f(x)=y_{0}\right\} \tag{149}
\end{align*}
$$

and show that $\mathcal{A}$ and $\mathcal{B}$ are both in $\mathscr{B}(\mathcal{X})$, which in turn implies $h^{-1}(\mathcal{U}) \in \mathscr{B}(\mathcal{X})$. Since

$$
\begin{align*}
\mathcal{A} & =\left\{x \in \mathcal{X}: f(x) \in \mathcal{U}, f(x) \neq y_{0}\right\}  \tag{150}\\
& =f^{-1}\left(\mathcal{U} \backslash\left\{y_{0}\right\}\right) \tag{151}
\end{align*}
$$



Figure 3. The set $Q_{2}$ consists of the four grey squares. The set $Q_{3}$ consists of the sixteen shaded black squares.
$\mathcal{U} \backslash\left\{y_{0}\right\} \in \mathscr{B}(\mathcal{Y})$, and $f$ is Borel measurable by assumption, it follows that $\mathcal{A} \in \mathscr{B}(\mathcal{X})$. Finally, as

$$
\begin{align*}
\mathcal{B} & =\left\{x \in \mathcal{X}: g(x) \in \mathcal{U}, f(x)=y_{0}\right\}  \tag{152}\\
& =f^{-1}\left(\left\{y_{0}\right\}\right) \cap g^{-1}(\mathcal{U}), \tag{153}
\end{align*}
$$

$\left\{y_{0}\right\} \in \mathscr{B}(\mathcal{Y}), \mathcal{U} \in \mathscr{B}(\mathcal{Y})$, and $f$ and $g$ are both Borel measurable by assumption, it follows that $\mathcal{B} \in \mathscr{B}(\mathcal{X})$. Thus, $h^{-1}(\mathcal{U})=\mathcal{A} \cup \mathcal{B} \in \mathscr{B}(\mathcal{X})$. Since $\mathcal{U}$ was arbitrary, we conclude that $h$ is Borel measurable.

## VI. Proof of Theorem III. 2

Construction of $\mathcal{A}$. Consider the sequence $\left\{a_{k}\right\}_{k \in \mathbb{N}}$, where $a_{k}=1 / 2+1 / 2^{k}$, and note that

$$
\begin{align*}
\lim _{k \rightarrow \infty} a_{k} & =\frac{1}{2}  \tag{154}\\
a_{k} & >a_{k+1} \quad \text { for all } k \in \mathbb{N} . \tag{155}
\end{align*}
$$

Let $\mathcal{Q}_{1}=[0,1]^{2}$ be the unit square of side length one. We define

$$
\begin{equation*}
\mathcal{Q}_{2}=\mathcal{Q}_{2,1} \cup \mathcal{Q}_{2,2} \cup \mathcal{Q}_{2,3} \cup \mathcal{Q}_{2,4}, \tag{156}
\end{equation*}
$$

where every square $\mathcal{Q}_{2, i} \subseteq \mathcal{Q}_{1}$ has side length $a_{2} / 2$ with $(00)^{\top} \in \mathcal{Q}_{2,1},\left(\begin{array}{ll}1 & 0\end{array}\right)^{\top} \in \mathcal{Q}_{2,2},\left(\begin{array}{ll}0 & 1\end{array}\right)^{\top} \in \mathcal{Q}_{2,3}$, and $(11)^{\top} \in \mathcal{Q}_{2,4}$. It follows from (155) that the squares $\mathcal{Q}_{2,1}, \ldots, \mathcal{Q}_{2,4}$ are pairwise disjoint and $\mathcal{Q}_{2} \subsetneq \mathcal{Q}_{1}$. To define $\mathcal{Q}_{3}$, we follow the same procedure and split up every set $\mathcal{Q}_{2, i}$ into the disjoint union of four squares with side length $a_{3} / 4$. The sets $\mathcal{Q}_{1}, \mathcal{Q}_{2}$, and $\mathcal{Q}_{3}$ are depicted in Figure 3 We iterate this construction and obtain a sequence $\left\{\mathcal{Q}_{k}\right\}_{k \in \mathbb{N}}$, where $\mathcal{Q}_{k}$ is the disjoint union of $4^{k-1}$ squares $\mathcal{Q}_{k, i}, i=1, \ldots, 4^{k-1}$, of side length $a_{k} / 2^{k-1}$ and

$$
\begin{equation*}
\mathcal{Q}_{k+1} \subsetneq \mathcal{Q}_{k} \quad \text { for all } k \in \mathbb{N} . \tag{157}
\end{equation*}
$$

Next, we set

$$
\begin{equation*}
\mathcal{A}=\bigcap_{k \in \mathbb{N}} \mathcal{Q}_{k}, \tag{158}
\end{equation*}
$$

which, as the intersection of closed sets, is closed. Since $\mathcal{A}$ is also bounded it must be compact by the Heine-Borel theorem [39, Theorem 2.41]. Finally,

$$
\begin{align*}
\lambda^{2}(\mathcal{A}) & =\lim _{k \rightarrow \infty} \lambda^{2}\left(\mathcal{Q}_{k}\right)  \tag{159}\\
& =\lim _{k \rightarrow \infty} \frac{4^{k-1} a_{k}^{2}}{\left(2^{k-1}\right)^{2}}  \tag{160}\\
& =\lim _{k \rightarrow \infty} a_{k}^{2}  \tag{161}\\
& =\frac{1}{4}, \tag{162}
\end{align*}
$$

where (159) follows from Property [iii) of Lemma H.1.
Construction of $\kappa$. We now construct a $C^{\infty}$-function $\kappa: \mathbb{R}^{2} \rightarrow \mathbb{R}$ that is one-to-one on $\mathcal{A}$ as defined in (158). This will be accomplished by building compactly supported $C^{\infty}$-functions $\varphi_{k, i}: \mathbb{R}^{2} \rightarrow[0,1]$, $i=1, \ldots, 4^{k-1}, k \in \mathbb{N}$, such that

$$
\varphi_{k, i}(\boldsymbol{z})= \begin{cases}1 & \text { if } \boldsymbol{z} \in \mathcal{Q}_{k, i},  \tag{163}\\ 0 & \text { if } \boldsymbol{z} \in \mathcal{Q}_{k, j}, j \in\left\{1, \ldots, 4^{k-1}\right\} \backslash\{i\}\end{cases}
$$

The construction of these functions is effected by Lemma VI. 1 below with $\varphi_{k, i}(\boldsymbol{z})=\psi_{\delta_{k, i}, a_{k, i}, \boldsymbol{w}_{k, i}}(\boldsymbol{z})$, where $\boldsymbol{w}_{k, i}$ denotes the center of $\mathcal{Q}_{k, i}, a_{k, i}$ equals half the side-length of $\mathcal{Q}_{k, i}$, and $\delta_{k, i}$ is chosen sufficiently small for (163) to hold (recall that the squares $\mathcal{Q}_{k, i}$ are closed and disjoint). Next, we define the $C^{\infty}$-functions

$$
\begin{equation*}
\varphi_{k}=\sum_{i=1}^{4^{k-1}} \frac{i}{4^{k-1}} \varphi_{k, i} \tag{164}
\end{equation*}
$$

and note that

$$
\begin{equation*}
\varphi_{k}(\boldsymbol{z})=\frac{i}{4^{k-1}} \tag{165}
\end{equation*}
$$

for all $\boldsymbol{z} \in \mathcal{Q}_{k, i}, i=1, \ldots, 4^{k-1}$, and $k \in \mathbb{N}$, and

$$
\begin{align*}
\left|\varphi_{k}(\boldsymbol{z})-\varphi_{k}(\boldsymbol{w})\right| & =\frac{|i-j|}{4^{k-1}}  \tag{166}\\
& \geq \frac{1}{4^{k-1}} \tag{167}
\end{align*}
$$

for all $\boldsymbol{z} \in \mathcal{Q}_{k, i}, \boldsymbol{w} \in \mathcal{Q}_{k, j}, 1 \leq i<j \leq 4^{k-1}$, and $k \in \mathbb{N}$. For $l \in \mathbb{N}$ and $a, b \in \mathbb{N}_{0}$, consider now the $C^{\infty}$-function

$$
\begin{align*}
s_{l}^{(a, b)}(\boldsymbol{z}) & :=\frac{\partial^{a+b}}{\partial z_{1}^{a} \partial z_{2}^{b}} \sum_{k=1}^{l} \frac{1}{8^{2^{k}}\left(M_{k}+1\right)} \varphi_{k}(\boldsymbol{z})  \tag{168}\\
& =\sum_{k=1}^{l} \frac{1}{8^{2^{k}}\left(M_{k}+1\right)} \frac{\partial^{a+b} \varphi_{k}(\boldsymbol{z})}{\partial z_{1}^{a} \partial z_{2}^{b}} \tag{169}
\end{align*}
$$

with

$$
\begin{align*}
M_{k} & =\max _{1 \leq i \leq k} \max _{1 \leq j<k} d(i, j),  \tag{170}\\
d(i, j) & =\sup _{\boldsymbol{z} \in \mathbb{R}^{2}} \max \left\{\left|\frac{\partial^{j} \varphi_{i}(\boldsymbol{z})}{\partial z_{1}^{a} \partial z_{2}^{b}}\right|: a, b \in \mathbb{N}_{0}, a+b=j\right\} \tag{171}
\end{align*}
$$

We now show that this particular choice for the constants $M_{k}$ guarantees, for each $a, b \in \mathbb{N}_{0}$, that the sequence $\left\{s_{l}^{(a, b)}\right\}_{l \in \mathbb{N}}$ of $C^{\infty}$-functions converges uniformly and denote the corresponding limiting functions by $\kappa^{(a, b)}$. Corollary J.1 then implies

$$
\begin{align*}
& \frac{\partial \kappa^{(a, b)}(\boldsymbol{z})}{\partial z_{1}}=\kappa^{(a+1, b)}(\boldsymbol{z})  \tag{172}\\
& \frac{\partial \kappa^{(a, b)}(\boldsymbol{z})}{\partial z_{2}}=\kappa^{(a, b+1)}(\boldsymbol{z}) \tag{173}
\end{align*}
$$

for all $a, b \in \mathbb{N}_{0}$ and $\boldsymbol{z} \in \mathbb{R}^{2}$, and $\kappa^{(0,0)}$ must therefore be $C^{\infty}$. We set $\kappa=\kappa^{(0,0)}$. It remains to prove uniform convergence of the sequences $\left\{s_{l}^{(a, b)}\right\}_{l \in \mathbb{N}}$ of $C^{\infty}$-functions for all $a, b \in \mathbb{N}_{0}$. To this end, let $a, b \in \mathbb{N}_{0}$ be arbitrary but fixed and note that

$$
\begin{align*}
\frac{1}{8^{2^{k}}\left(M_{k}+1\right)}\left|\frac{\partial^{a+b} \varphi_{k}(\boldsymbol{z})}{\partial z_{1}^{a} \partial z_{2}^{b}}\right| & \leq \frac{d(k, a+b)}{8^{2^{k}}\left(M_{k}+1\right)}  \tag{174}\\
& <\frac{1}{8^{2^{k}}} \tag{175}
\end{align*}
$$

for all $k>a+b$ and $\boldsymbol{z} \in \mathbb{R}^{2}$. Furthermore, by the sum formula for the geometric series,

$$
\begin{equation*}
\sum_{k=a+b+1}^{\infty} \frac{1}{8^{2^{k}}}<\sum_{k \in \mathbb{N}} \frac{1}{8^{k}}=\frac{1}{7} \tag{176}
\end{equation*}
$$

We can now conclude from (174) and (176) that the sequence $\left\{t_{l}^{(a, b)}\right\}_{l \in \mathbb{N}}$ of $C^{\infty}$-functions

$$
\begin{equation*}
t_{l}^{(a, b)}(\boldsymbol{z}):=\sum_{k=a+b+1}^{a+b+l} \frac{1}{8^{2^{k}}\left(M_{k}+1\right)} \frac{\partial^{a+b} \varphi_{k}(\boldsymbol{z})}{\partial z_{1}^{a} \partial z_{2}^{b}} \tag{177}
\end{equation*}
$$

satisfies the assumptions of Theorem J. 1 and therefore converges uniformly to a function, which we denote by $\rho^{(a, b)}$. As

$$
\begin{equation*}
s_{l}^{(a, b)}(\boldsymbol{z})=\sum_{k=1}^{a+b} \frac{1}{8^{2^{k}}\left(M_{k}+1\right)} \frac{\partial^{a+b} \varphi_{k}(\boldsymbol{z})}{\partial z_{1}^{a} \partial z_{2}^{b}}+t_{l-a-b}^{(a, b)}(\boldsymbol{z}) \tag{178}
\end{equation*}
$$

for all $l>a+b$, we conclude that $\left\{s_{l}^{(a, b)}\right\}_{l \in \mathbb{N}}$ must converge uniformly to

$$
\begin{equation*}
\kappa^{(a, b)}(\boldsymbol{z}):=\sum_{k=1}^{a+b} \frac{1}{8^{k}\left(M_{k}+1\right)} \frac{\partial^{a+b} \varphi_{k}(\boldsymbol{z})}{\partial z_{1}^{a} \partial z_{2}^{b}}+\rho^{(a, b)}(\boldsymbol{z}) \tag{179}
\end{equation*}
$$

Since $a$ and $b$ are arbitrary, this implies that $\left\{s_{l}^{(a, b)}\right\}_{l \in \mathbb{N}}$ converges uniformly for all $a, b \in \mathbb{N}_{0}$, thereby concluding the proof of $\kappa$ being $C^{\infty}$.

It remains to show that $\kappa$ is one-to-one on $\mathcal{A}$. To this end, consider arbitrary but fixed $\boldsymbol{z}_{0}$ and $\boldsymbol{w}_{0}$ in $\mathcal{A}$ with $\boldsymbol{z}_{0} \neq \boldsymbol{w}_{0}$. We have to show that $\kappa\left(\boldsymbol{z}_{0}\right) \neq \kappa\left(\boldsymbol{w}_{0}\right)$. Note that by construction of $\mathcal{A}(\mathrm{cf}$. 158$)$ ), there exists a $k_{0} \in \mathbb{N}$ such that
i) for every $k \geq k_{0}$, there exist $i_{k}$ and $j_{k}$ in $\left\{1, \ldots, 4^{k-1}\right\}$ with $i_{k} \neq j_{k}$ such that $\boldsymbol{z}_{0} \in \mathcal{Q}_{k, i_{k}}$ and $\boldsymbol{w}_{0} \in \mathcal{Q}_{k, j_{k}}$, and
ii) for every $k<k_{0}$, there exists an $i_{k}$ such that $\boldsymbol{z}_{0}$ and $\boldsymbol{w}_{0}$ are both in $\mathcal{Q}_{k, i_{k}}$.

We therefore have

$$
\begin{align*}
\left|\kappa\left(\boldsymbol{z}_{0}\right)-\kappa\left(\boldsymbol{w}_{0}\right)\right| & =\left|\sum_{k \in \mathbb{N}} \frac{\varphi_{k}\left(\boldsymbol{z}_{0}\right)-\varphi_{k}\left(\boldsymbol{w}_{0}\right)}{8^{2^{k}}\left(M_{k}+1\right)}\right|  \tag{180}\\
& =\left|\sum_{k=k_{0}}^{\infty} \frac{\varphi_{k}\left(\boldsymbol{z}_{0}\right)-\varphi_{k}\left(\boldsymbol{w}_{0}\right)}{8^{2^{k}}\left(M_{k}+1\right)}\right|  \tag{181}\\
& \geq \frac{\left|\varphi_{k_{0}}\left(\boldsymbol{z}_{0}\right)-\varphi_{k_{0}}\left(\boldsymbol{w}_{0}\right)\right|}{8^{2_{0}}\left(M_{k_{0}}+1\right)}-\left|\sum_{k=k_{0}+1}^{\infty} \frac{\varphi_{k}\left(\boldsymbol{z}_{0}\right)-\varphi_{k}\left(\boldsymbol{w}_{0}\right)}{8^{2^{k}}\left(M_{k}+1\right)}\right|  \tag{182}\\
& \geq \frac{\left|\varphi_{k_{0}}\left(\boldsymbol{z}_{0}\right)-\varphi_{k_{0}}\left(\boldsymbol{w}_{0}\right)\right|}{8^{2_{0}}\left(M_{k_{0}}+1\right)}-\sum_{k=k_{0}+1}^{\infty} \frac{\left|\varphi_{k}\left(\boldsymbol{z}_{0}\right)-\varphi_{k}\left(\boldsymbol{w}_{0}\right)\right|}{8^{2^{k}}\left(M_{k}+1\right)}  \tag{183}\\
& \geq \frac{1}{M_{k_{0}}+1}\left(\frac{\left|\varphi_{k_{0}}\left(\boldsymbol{z}_{0}\right)-\varphi_{k_{0}}\left(\boldsymbol{w}_{0}\right)\right|}{8^{2^{k_{0}}}}-\sum_{k=k_{0}+1}^{\infty} \frac{\left|\varphi_{k}\left(\boldsymbol{z}_{0}\right)-\varphi_{k}\left(\boldsymbol{w}_{0}\right)\right|}{8^{2^{k}}}\right) \tag{184}
\end{align*}
$$

where (180) follows from the uniform convergence of $\left\{s_{l}^{(0,0)}\right\}_{l \in \mathbb{N}}$ to $\kappa$, in 181 we used 165) and ii) above, 182 is by the reverse triangle inequality, and follows from $M_{k} \leq M_{k+1}$ for all $k \in \mathbb{N}$ (cf. (170). Moreover, (166)-167) imply $\left|\varphi_{k_{0}}\left(\boldsymbol{z}_{0}\right)-\varphi_{k_{0}}\left(\boldsymbol{w}_{0}\right)\right| \geq 1 / 4^{k_{0}-1}$ and 164 -165 yield

$$
\begin{align*}
\left|\varphi_{k}\left(\boldsymbol{z}_{0}\right)-\varphi_{k}\left(\boldsymbol{w}_{0}\right)\right| & \leq\left|\varphi_{k}\left(\boldsymbol{z}_{0}\right)\right|+\left|\varphi_{k}\left(\boldsymbol{w}_{0}\right)\right|  \tag{185}\\
& =\frac{i_{k}+j_{k}}{4^{k-1}}  \tag{186}\\
& \leq 2 \text { for all } k \in \mathbb{N} \tag{187}
\end{align*}
$$

We can therefore further lower-bound $\left|\kappa\left(\boldsymbol{z}_{0}\right)-\kappa\left(\boldsymbol{w}_{0}\right)\right|$ according to

$$
\begin{align*}
\left|\kappa\left(\boldsymbol{z}_{0}\right)-\kappa\left(\boldsymbol{w}_{0}\right)\right| & \geq \frac{1}{M_{k_{0}}+1}\left(\frac{1}{4^{k_{0}-1} 8^{k_{0}}}-\sum_{k=k_{0}+1}^{\infty} \frac{2}{8^{2^{k}}}\right)  \tag{188}\\
& =\frac{1}{M_{k_{0}}+1}\left(\frac{1}{4^{k_{0}-1} 8^{2^{k_{0}}}}-\sum_{k \in \mathbb{N}_{0}} \frac{2}{8^{2^{k+k_{0}+1}}}\right)  \tag{189}\\
& \geq \frac{1}{M_{k_{0}}+1}\left(\frac{1}{4^{k_{0}-1} 8^{2^{k_{0}}}}-\frac{2}{8^{2_{0}+1}} \sum_{k \in \mathbb{N}_{0}} \frac{1}{8^{k}}\right)  \tag{190}\\
& =\frac{1}{\left(M_{k_{0}}+1\right) 8^{2_{0}}}(\frac{1}{4^{k_{0}-1}}-\frac{2}{8^{k_{0}}} \underbrace{\sum_{k \in \mathbb{N}_{0}} \frac{1}{8^{k}}}_{=\frac{8}{7}})  \tag{191}\\
& >\frac{1}{8^{2^{k_{0}}}\left(M_{k_{0}}+1\right)}\left(\frac{1}{4^{k_{0}-1}}-\frac{4}{8^{k_{0}}}\right)  \tag{192}\\
& =\frac{1}{8^{2^{k_{0}}}\left(M_{k_{0}}+1\right)} \frac{8^{2^{k_{0}}}-4^{k_{0}}}{4^{k_{0}-1} 8^{k_{0}}}  \tag{193}\\
& >0 . \tag{194}
\end{align*}
$$

Since $z_{0}$ and $\boldsymbol{w}_{0}$ are arbitrary, this establishes that $\kappa$ is indeed one-to-one, thereby finishing the proof.
Lemma VI.1. For $a>0, \delta>0$, and $\boldsymbol{w}=\left(w_{1} w_{2}\right)^{\top} \in \mathbb{R}^{2}$, consider the mapping

$$
\begin{align*}
& \psi_{\delta, a, \boldsymbol{w}}: \mathbb{R}^{2}  \tag{195}\\
& \rightarrow[0,1]  \tag{196}\\
& \boldsymbol{z} \mapsto \rho_{\delta, a}\left(z_{1}-w_{1}\right) \rho_{\delta, a}\left(z_{2}-w_{2}\right),
\end{align*}
$$

where

$$
\begin{align*}
& \rho_{\delta, a}: \mathbb{R}  \tag{197}\\
& t \rightarrow[0,1]  \tag{198}\\
& t \mapsto(a+\delta-|t|) \\
& f(a+\delta-|t|)+f(|t|-a)
\end{align*}
$$

with $f(t)=e^{-1 / t} \mathbb{1}_{\mathbb{R}_{+}}(t)$. Then, $\psi_{\delta, a, \boldsymbol{w}}$ is $C^{\infty}$ and satisfies

$$
\psi_{\delta, a, \boldsymbol{w}}(\boldsymbol{z})= \begin{cases}1 & \text { if } \max \left(\left|z_{1}-w_{1}\right|,\left|z_{2}-w_{2}\right|\right) \leq a  \tag{199}\\ 0 & \text { if } \min \left(\left|z_{1}-w_{1}\right|,\left|z_{2}-w_{2}\right|\right) \geq a+\delta\end{cases}
$$

Proof. It follows from [40, Lemma 2.22] with $H=\rho_{\delta, a}, r_{1}=a$, and $r_{2}=a+\delta$ that $\rho_{\delta, a}$ is $C^{\infty}$ and satisfies

$$
\rho_{\delta, a}(t)= \begin{cases}1 & \text { if }|t| \in[0, a]  \tag{200}\\ 0 & \text { if }|t| \in[a+\delta, \infty)\end{cases}
$$

The claim now follows from $\psi_{\delta, a, \boldsymbol{w}}=\rho_{\delta, a}\left(z_{1}-w_{1}\right) \rho_{\delta, a}\left(z_{2}-w_{2}\right)$ and the properties of $\rho_{\delta, a}$.

## VII. Proof of Theorem IV. 1 (Strong Converse)

Towards a contradiction, suppose that the statement is false. That is, we can find an $s \in \mathbb{N}$ such that there exist
i) an $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ with $\lambda^{s}(\mathcal{A})>0$,
ii) a real analytic mapping $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$, with $s \leq m$, of $s$-dimensional Jacobian $J h \not \equiv 0$, and
iii) an $n \in \mathbb{N}$ with $n<s$ and a real analytic mapping $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ that is one-to-one on $h(\mathcal{A})$.

Let $s_{0}$ be the smallest $s \in \mathbb{N}$ such that (i) fiii) hold. The proof will be effected by showing that this implies validity of ii iii) for $s_{0}-1$ and $n-1$, which contradicts the assumption that $s_{0}$ is the smallest natural number for i) (iii) to hold. The reader might wonder what happens to this argument in the case where $n=1$. In fact we establish below that, if in-fii) is satisfied, then necessarily $n \geq 2$, cf. the claims a) (c) right after (215).

Let $\mathcal{A}, h, n$, and $f$ satisfy (i) fiii) for this minimum value $s_{0}$. We start by noting that

$$
\begin{equation*}
m \geq s_{0}>n \geq 1 \tag{201}
\end{equation*}
$$

by (ii) and (iii), Next, we write

$$
\begin{equation*}
f(\boldsymbol{x})=\left(f_{1}(\boldsymbol{x}) \ldots f_{n}(\boldsymbol{x})\right)^{\top} \tag{202}
\end{equation*}
$$

and set $\psi_{i}=f_{i} \circ h, i=1, \ldots, n$, and $\psi=f \circ h$, which, by Corollary K.2, are all real analytic as compositions of real analytic mappings. We now show that there must exist an $i_{0} \in\{1, \ldots, n\}$ and a set $\mathcal{A}_{i_{0}} \subseteq \mathcal{A}$ such that

$$
\begin{equation*}
\lambda^{s_{0}}\left(\mathcal{A}_{i_{0}}\right)>0, \tag{203}
\end{equation*}
$$

$J \psi_{i_{0}}(\boldsymbol{z})>0$, and $J h(\boldsymbol{z})>0$ for all $\boldsymbol{z} \in \mathcal{A}_{i_{0}}$. To this end, we first decompose

$$
\begin{equation*}
\mathcal{A}=\mathcal{A}_{0} \cup \bigcup_{i=1}^{n} \mathcal{A}_{i}, \tag{204}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{A}_{i} & =\left\{\boldsymbol{z} \in \mathcal{A}: D \psi_{i}(\boldsymbol{z}) \neq \mathbf{0}, J h(\boldsymbol{z})>0\right\}  \tag{205}\\
& =\left\{\boldsymbol{z} \in \mathcal{A}: J \psi_{i}(\boldsymbol{z})>0, J h(\boldsymbol{z})>0\right\}, \quad i=1, \ldots, n,  \tag{206}\\
\mathcal{A}_{0} & =\{\boldsymbol{z} \in \mathcal{A}: D \psi(\boldsymbol{z})=\mathbf{0}\} \cup\{\boldsymbol{z} \in \mathcal{A}: J h(\boldsymbol{z})=0\} . \tag{207}
\end{align*}
$$

By Lemma VII. 1 below (with $s=s_{0}$ ), $D \psi(\boldsymbol{z}) \neq \mathbf{0}$ for $\lambda^{s_{0}}$ a.a. $\boldsymbol{z} \in \mathcal{A}$. Furthermore, $\operatorname{Jh}(\boldsymbol{z}) \neq 0$ for
 Lebesgue measure. Since $\lambda^{s_{0}}(\mathcal{A})>0$ by assumption, and $\lambda^{s_{0}}\left(\mathcal{A}_{0}\right)=0$, it follows, again by countable subadditivity of Lebesgue measure, that there must exist an $i_{0}$ such that (203) holds.

Now, for each $y \in \mathbb{R}$, let

$$
\begin{equation*}
\mathcal{M}_{y}=\psi_{i_{0}}^{-1}(\{y\}) . \tag{208}
\end{equation*}
$$

We show in Section VII-A below that there exist a $y_{0} \in \mathbb{R}$ and a $\boldsymbol{z}_{0} \in \mathcal{A}_{i_{0}} \cap \mathcal{M}_{y_{0}}$ such that

$$
\begin{align*}
& \mathscr{H}^{s_{0}-1}\left(\mathcal{B}_{s_{0}}\left(\boldsymbol{z}_{0}, r\right) \cap \mathcal{A}_{i_{0}} \cap \mathcal{M}_{y_{0}}\right)>0 \text { for all } r>0,  \tag{209}\\
& J \psi_{i_{0}}(\boldsymbol{z})>0 \text { for all } \boldsymbol{z} \in \mathcal{M}_{y_{0}},  \tag{210}\\
& J h\left(\boldsymbol{z}_{0}\right)>0 . \tag{211}
\end{align*}
$$

It now follows from (210), real analyticity of $\psi_{i_{0}}, \mathcal{M}_{y_{0}} \neq \emptyset$, and Lemma K. 11 that $\mathcal{M}_{y_{0}}$ is a $\left(s_{0}-1\right)$ dimensional real analytic submanifold of $\mathbb{R}^{s_{0}}$. Therefore, by Lemma K.9, there exist a real analytic embedding $\zeta: \mathbb{R}^{s_{0}-1} \rightarrow \mathbb{R}^{s_{0}}$ and an $\eta>0$ such that

$$
\begin{gather*}
\zeta(\mathbf{0})=\boldsymbol{z}_{0}  \tag{212}\\
\mathcal{B}_{s_{0}}\left(\boldsymbol{z}_{0}, \eta\right) \cap \mathcal{M}_{y_{0}} \subseteq \zeta\left(\mathbb{R}^{s_{0}-1}\right), \tag{213}
\end{gather*}
$$

and $\zeta\left(\mathbb{R}^{s_{0}-1}\right)$ is relatively open in $\mathcal{M}_{y_{0}}$, i.e., there exists an open set $\mathcal{V} \subseteq \mathbb{R}^{s_{0}}$ with $\zeta\left(\mathbb{R}^{s_{0}-1}\right)=\mathcal{V} \cap \mathcal{M}_{y_{0}}$. Combining (209) and 213) yields

$$
\begin{equation*}
\mathscr{H}^{s_{0}-1}\left(\zeta\left(\mathbb{R}^{s_{0}-1}\right) \cap \mathcal{A}_{i_{0}}\right)>0 . \tag{214}
\end{equation*}
$$

Next, let

$$
\begin{equation*}
\mathcal{C}_{i_{0}}=\zeta^{-1}\left(\zeta\left(\mathbb{R}^{s_{0}-1}\right) \cap \mathcal{A}_{i_{0}}\right) . \tag{215}
\end{equation*}
$$

We now show that
a) $\mathcal{C}_{i_{0}} \in \mathscr{B}\left(\mathbb{R}^{s_{0}-1}\right)$ with $\lambda^{s_{0}-1}\left(\mathcal{C}_{i_{0}}\right)>0$,
b) $\tilde{h}=h \circ \zeta: \mathbb{R}^{s_{0}-1} \rightarrow \mathbb{R}^{m}$ is real analytic and of $\left(s_{0}-1\right)$-dimensional Jacobian $J \tilde{h} \not \equiv 0$, and
c) $s_{0}-1>n-1>0$ and the real analytic mapping

$$
\begin{align*}
\tilde{f}: \mathbb{R}^{m} & \rightarrow \mathbb{R}^{n-1}  \tag{216}\\
\boldsymbol{x} & \mapsto\left(f_{1}(\boldsymbol{x}) \ldots f_{i_{0}-1}(\boldsymbol{x}) f_{i_{0}+1}(\boldsymbol{x}) \ldots f_{n}(\boldsymbol{x})\right)^{\top} \tag{217}
\end{align*}
$$

is one-to-one on $\tilde{h}\left(\mathcal{C}_{i_{0}}\right)$,
which finally yields the desired contradiction to the statement of $s_{0}$ being the smallest natural number such that (i)-(iii) at the beginning of the proof are satisfied.

Proof of a). We first establish that $\mathcal{C}_{i_{0}} \in \mathscr{B}\left(\mathbb{R}^{s_{0}-1}\right)$. Since $\zeta\left(\mathbb{R}^{s_{0}-1}\right)$ is relatively open in $\mathcal{M}_{y_{0}}$ and, therefore, a Borel set in $\mathbb{R}^{s_{0}}$, it follows from (215) that $\mathcal{C}_{i_{0}}$ is the inverse image of a finite intersection
of Borel sets under the real analytic embedding $\zeta$ and, therefore, also a Borel set. Next, we show that $\lambda^{s_{0}-1}\left(\mathcal{C}_{i_{0}}\right)>0$. Since

$$
\begin{align*}
\int_{\mathcal{C}_{i_{0}}} J \zeta(\boldsymbol{w}) \mathrm{d} \lambda^{s_{0}-1}(\boldsymbol{w}) & =\mathscr{H}^{s_{0}-1}\left(\zeta\left(\mathcal{C}_{i_{0}}\right)\right)  \tag{218}\\
& =\mathscr{H}^{s_{0}-1}\left(\zeta\left(\mathbb{R}^{s_{0}-1}\right) \cap \mathcal{A}_{i_{0}}\right)  \tag{219}\\
& >0 \tag{220}
\end{align*}
$$

where (218) follows from the area formula Corollary H.3 upon noting that $\zeta$ is one-to-one as an embedding and locally Lipschitz by real analyticity, (219) is by (215), and in 220) we applied (214). Using Lemma H.2, we conclude from (218)-220) that $\lambda^{s_{0}-1}\left(\mathcal{C}_{i_{0}}\right)>0$.

Proof of $b$ ). By Corollary K.2, $\tilde{h}$ is real analytic as the composition of real analytic mappings. It remains to show that $J \tilde{h} \not \equiv 0$. To this end, we establish $J \tilde{h}(\mathbf{0})>0$. First note that the chain rule yields

$$
\begin{align*}
D \tilde{h}(\mathbf{0}) & =(D h)(\zeta(\mathbf{0})) D \zeta(\mathbf{0})  \tag{221}\\
& =D h\left(\boldsymbol{z}_{0}\right) D \zeta(\mathbf{0}) \tag{222}
\end{align*}
$$

where the second equality is by 212 . Since $\zeta: \mathbb{R}^{s_{0}-1} \rightarrow \mathbb{R}^{s_{0}}$ is an embedding, it follows that

$$
\begin{equation*}
\operatorname{rank}(D \zeta(\mathbf{0}))=s_{0}-1 \tag{223}
\end{equation*}
$$

Moreover, as $h: \mathbb{R}^{s_{0}} \rightarrow \mathbb{R}^{m}$ with $m \geq s_{0}$, 211) implies

$$
\begin{equation*}
\operatorname{rank}\left(D h\left(\boldsymbol{z}_{0}\right)\right)=s_{0} \tag{224}
\end{equation*}
$$

Applying Lemma K. 12 to $D \tilde{h}(\mathbf{0})=D h\left(\boldsymbol{z}_{0}\right) D \zeta(\mathbf{0})$ therefore yields $\operatorname{rank}(D \tilde{h}(\mathbf{0})) \geq s_{0}-1$, which in turn implies $J \tilde{h}(\mathbf{0})>0$ because $D \tilde{h}(\mathbf{0}) \in \mathbb{R}^{m \times\left(s_{0}-1\right)}$.

Proof of c) $s_{0}-1>n-1$ simply follows from $s_{0}>n$ (cf. 201). To prove that $\tilde{f}$ is one-to-one on $\tilde{h}\left(\mathcal{C}_{i_{0}}\right)$, we first show that $f_{i_{0}}$ is constant on $\tilde{h}\left(\mathcal{C}_{i_{0}}\right)$. In fact, since $\zeta\left(\mathcal{C}_{i_{0}}\right) \subseteq \mathcal{M}_{y_{0}}$ by (215), and $\mathcal{M}_{y_{0}}=\left(f_{i_{0}} \circ h\right)^{-1}\left(\left\{y_{0}\right\}\right)$, it follows that

$$
\begin{equation*}
f_{i_{0}}(\tilde{h}(\boldsymbol{w}))=y_{0} \quad \text { for all } \boldsymbol{w} \in \mathcal{C}_{i_{0}} \tag{225}
\end{equation*}
$$

As $f$ is one-to-one on $h(\mathcal{A})$ and $f_{i_{0}}$ is constant on $\tilde{h}\left(\mathcal{C}_{i_{0}}\right)$ with $\tilde{h}\left(\mathcal{C}_{i_{0}}\right)=(h \circ \zeta)\left(\mathcal{C}_{i_{0}}\right) \subseteq h(\mathcal{A})$ by (215), we conclude that $\tilde{f}$ must also be one-to-one on $\tilde{h}\left(\mathcal{C}_{i_{0}}\right)$. It remains to show that we must have $n>1$, which obviously implies $n-1>0$. Suppose, to the contrary, that $n=1$. Since $\tilde{h}$ is real analytic with $J \tilde{h} \not \equiv 0$ and $\lambda^{s_{0}-1}\left(\mathcal{C}_{i_{0}}\right)>0$, it follows from Property ii) of Lemma K. 8 that $\tilde{h}$ is one-to-one on a subset of $\mathcal{C}_{i_{0}}$ of positive Lebesgue measure. Thus, the set $\tilde{h}\left(\mathcal{C}_{i_{0}}\right)$ is uncountable. Now, since by 225 $f_{i_{0}}$ is constant on $\tilde{h}\left(\mathcal{C}_{i_{0}}\right)$, and a constant function can not be one-to-one on a set of cardinality larger than one,
the uncountability of $\tilde{h}\left(\mathcal{C}_{i_{0}}\right)$ implies that $f_{i_{0}}$ can not be one-to-one on $\tilde{h}\left(\mathcal{C}_{i_{0}}\right)$. But $f=f_{i_{0}}$ for $n=1$ (with $i_{0}=1$ ) and $f$ is one-to-one on $\tilde{h}\left(\mathcal{C}_{i_{0}}\right) \subseteq h(\mathcal{A})$ by assumption, which results in a contradiction. Therefore, we necessarily have $n>1$ and we can conclude that a) c) must hold, which finalizes the proof of the theorem.

## A. Proof of 209-211

We start by noting that

$$
\begin{align*}
\int_{\mathbb{R}} \mathscr{H}^{s_{0}-1}\left(\mathcal{A}_{i_{0}} \cap \mathcal{M}_{y}\right) \mathrm{d} \lambda^{1}(y) & =\int_{\mathcal{A}_{i_{0}}} J \psi_{i_{0}}(\boldsymbol{z}) \mathrm{d} \lambda^{s_{0}}(\boldsymbol{z})  \tag{226}\\
& =\int_{\mathbb{R}^{s_{0}}} \mathbb{1}_{\mathcal{A}_{i_{0}}}(\boldsymbol{z}) J \psi_{i_{0}}(\boldsymbol{z}) \mathrm{d} \lambda^{s_{0}}(\boldsymbol{z})  \tag{227}\\
& >0 \tag{228}
\end{align*}
$$

where (226) is by the coarea formula Corollary H.4 upon noting that $\psi_{i_{0}}$ is locally Lipschitz by real analyticity, and 228 follows from $\mathbb{1}_{\mathcal{A}_{i_{0}}}(\boldsymbol{z}) J \psi_{i_{0}}(\boldsymbol{z})>0$ for all $\boldsymbol{z} \in \mathcal{A}_{i_{0}}, \lambda^{s_{0}}\left(\mathcal{A}_{i_{0}}\right)>0$ (cf. 203), and Lemma H.2. Also by Lemma H. 2 and 226-228, there must exist a set $\mathcal{D} \subseteq \mathbb{R}$ with $\lambda^{1}(\mathcal{D})>0$ such that

$$
\begin{equation*}
\mathscr{H}^{s_{0}-1}\left(\mathcal{A}_{i_{0}} \cap \mathcal{M}_{y}\right)>0 \quad \text { for all } y \in \mathcal{D} \tag{229}
\end{equation*}
$$

Furthermore,

$$
\begin{align*}
\lambda^{1}\left(\left\{y \in \mathbb{R}: \exists \boldsymbol{z} \in \mathcal{M}_{y} \text { with } J \psi_{i_{0}}(\boldsymbol{z})=0\right\}\right) & =\lambda^{1}\left(\psi_{i_{0}}\left(\left\{\boldsymbol{z} \in \mathbb{R}^{s_{0}}: J \psi_{i_{0}}(\boldsymbol{z})=0\right\}\right)\right)  \tag{230}\\
& =0 \tag{231}
\end{align*}
$$

where (230) is by (208) and (231) follows from Property ii) of Theorem H.2 with $\psi_{i_{0}}$ being $C^{\infty}$ (recall that $\psi_{i_{0}}=f_{i_{0}} \circ h$ is real analytic as a composition of real analytic mappings and, therefore, $C^{\infty}$ by Lemma K.3. Now, (230)-(231) together with $\lambda^{1}(\mathcal{D})>0$ implies the existence of a $y_{0} \in \mathcal{D}$ such that (210) holds. For this $y_{0}$, we must have $\mathscr{H}^{s_{0}-1}\left(\mathcal{A}_{i_{0}} \cap \mathcal{M}_{y_{0}}\right)>0$ by (229). Therefore, Lemma H. 7 implies that there must exist a $\boldsymbol{z}_{0} \in \mathcal{A}_{i_{0}} \cap \mathcal{M}_{y_{0}}$ such that 209 holds. As this $\boldsymbol{z}_{0} \in \mathcal{A}_{i_{0}} \cap \mathcal{M}_{y_{0}} \subseteq \mathcal{A}_{i_{0}}$, 211, finally follows from 206).

Lemma VII.1. Let $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ be of positive Lebesgue measure, $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$, with $s \leq m$, real analytic of $s$-dimensional Jacobian $J h \not \equiv 0$, and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ real analytic. If $f$ is one-to-one on $h(\mathcal{A})$, then $D(f \circ h)(\boldsymbol{z}) \neq \mathbf{0}$ for $\lambda^{s}$-a.a. $\boldsymbol{z} \in \mathcal{A}$.

Proof. Towards a contradiction, suppose that $f$ is one-to-one on $h(\mathcal{A})$ and $D(f \circ h) \equiv \mathbf{0}$ on a set $\mathcal{B} \subseteq \mathcal{A}$ with $\lambda^{s}(\mathcal{B})>0$. Since $f \circ h$ is real analytic by Corollary K.2, $D(f \circ h)$ is real analytic as a consequence
of Lemma K. 3 . It therefore follows from Lemma K. 5 that $D(f \circ h)$ is identically zero. Hence, $f \circ h$ must be constant. In particular, $f \circ h$ must be constant on $\mathcal{B}$ and, therefore, $f$ must be constant on $h(\mathcal{B})$. Since $f$ is one-to-one and constant on $h(\mathcal{B})$, it follows that $h$ must be constant on $\mathcal{B}$. Thus, $\operatorname{Jh}(\boldsymbol{z})=0$ for all $\boldsymbol{z} \in \mathcal{B}$, and Lemma K. 5 implies $J h \equiv 0$. This is a contradiction to $J h \not \equiv 0$.

## Appendix A

## Proof of Lemma III. 1

Proof of $i)$. Suppose that $\mathcal{U}$ is $s$-rectifiable. Then, $\mathcal{U}=\varphi(\mathcal{A})$ with $\mathcal{A} \subseteq \mathbb{R}^{s}$ compact and $\varphi$ Lipschitz. For $t \in \mathbb{N}$ with $t>s$, take

$$
\begin{equation*}
\mathcal{B}=\left\{\binom{\boldsymbol{z}}{\mathbf{0}}: \boldsymbol{z \in \mathcal { A }}\right\} \subseteq \mathbb{R}^{t} \tag{232}
\end{equation*}
$$

and define

$$
\begin{align*}
& \psi: \mathcal{B} \rightarrow \mathbb{R}^{m}  \tag{233}\\
& \binom{\boldsymbol{z}}{0} \mapsto \varphi(\boldsymbol{z}) . \tag{234}
\end{align*}
$$

Then, $\mathcal{U}=\psi(\mathcal{B})$ is $t$-rectifiable as a consequence of $\mathcal{B}$ compact and $\psi$ Lipschitz.
Proof of $[i i)$, First note that we can cover $\mathbb{R}^{s}$ according to

$$
\begin{equation*}
\mathbb{R}^{s}=\bigcup_{k \in \mathbb{N}} \mathcal{A}_{k}, \tag{235}
\end{equation*}
$$

with $\mathcal{A}_{k} \subseteq \mathbb{R}^{s}$ compact for all $k \in \mathbb{N}$ (take, for example, $\left.\mathcal{A}_{k}=\overline{\mathcal{B}_{s}(\mathbf{0}, k)}\right)$. Setting, for every $i, k \in \mathbb{N}$, $\varphi_{i, k}=\left.\varphi_{i}\right|_{\mathcal{A}_{k}}$ (locally Lipschitz mappings are Lipschitz on compact sets by Lemma H.9, we can write

$$
\begin{equation*}
\mathcal{V}=\bigcup_{i, k \in \mathbb{N}} \varphi_{i, k}\left(\mathcal{A}_{k}\right), \tag{236}
\end{equation*}
$$

which implies that $\mathcal{V}$ is countably $s$-rectifiable.
Proof of iiii). Suppose that $\mathcal{U}$ is countably $s$-rectifiable and $\mathcal{V}$ is countably $t$-rectifiable. Then, we can write

$$
\begin{align*}
\mathcal{U} & =\bigcup_{i \in \mathbb{N}} \varphi_{i}\left(\mathcal{A}_{i}\right)  \tag{237}\\
\mathcal{V} & =\bigcup_{j \in \mathbb{N}} \psi_{j}\left(\mathcal{B}_{j}\right), \tag{238}
\end{align*}
$$

where the $\mathcal{A}_{i} \subseteq \mathbb{R}^{s}$ and the $\mathcal{B}_{j} \subseteq \mathbb{R}^{t}$ are compact and the $\varphi_{i}: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$ and the $\psi_{j}: \mathbb{R}^{t} \rightarrow \mathbb{R}^{n}$ are Lipschitz. Thus,

$$
\begin{equation*}
\mathcal{W}=\bigcup_{i, j \in \mathbb{N}} \theta_{i, j}\left(\mathcal{C}_{i, j}\right) \tag{239}
\end{equation*}
$$

where we defined

$$
\begin{align*}
& \theta_{i, j}: \mathbb{R}^{s+t}  \tag{240}\\
& \rightarrow \mathbb{R}^{m+n}  \tag{241}\\
& \quad(\boldsymbol{a} \boldsymbol{b})^{\top} \mapsto\left(\varphi_{i}(\boldsymbol{a}) \psi_{j}(\boldsymbol{b})\right)^{\top}
\end{align*}
$$

and set

$$
\begin{equation*}
\mathcal{C}_{i, j}=\left\{(\boldsymbol{a} \boldsymbol{b})^{\top}: \boldsymbol{a} \in \mathcal{A}_{i}, \boldsymbol{b} \in \mathcal{B}_{j}\right\} . \tag{242}
\end{equation*}
$$

Now, the $\theta_{i, j}$ are Lipschitz because the $\varphi_{i}$ and the $\psi_{j}$ are Lipschitz for all $i, j \in \mathbb{N}$, and the $\mathcal{C}_{i, j}$ are compact by Tychonoff's theorem [41, Theorem 4.42] thanks to $\mathcal{A}_{i}$ and $\mathcal{B}_{j}$ compact for all $i, j \in \mathbb{N}$. Therefore, $\mathcal{W}$ is countably $(s+t)$-rectifiable.

Proof of iv), Let $\mathcal{M}$ be a $s$-dimensional $C^{1}$-submanifold of $\mathbb{R}^{m}$. By [36, Definition 5.3.1], we can write

$$
\begin{equation*}
\mathcal{M}=\bigcup_{x \in \mathcal{M}} \varphi_{x}\left(\mathcal{U}_{x}\right) \tag{243}
\end{equation*}
$$

where, for every $\boldsymbol{x} \in \mathcal{M}, \mathcal{U}_{\boldsymbol{x}} \subseteq \mathbb{R}^{s}$ is open, and $\varphi_{\boldsymbol{x}}: \mathcal{U}_{\boldsymbol{x}} \rightarrow \mathbb{R}^{m}$ is $C^{1}$ and satisfies $\boldsymbol{x} \in \varphi_{\boldsymbol{x}}\left(\mathcal{U}_{\boldsymbol{x}}\right)$ and $\varphi_{\boldsymbol{x}}\left(\mathcal{U}_{\boldsymbol{x}}\right)=\mathcal{V}_{\boldsymbol{x}} \cap \mathcal{M}$ with $\mathcal{V}_{\boldsymbol{x}} \subseteq \mathbb{R}^{m}$ open. Now, there must exist a countable set $\left\{\boldsymbol{x}_{i}: i \in \mathbb{N}\right\} \subseteq \mathcal{M}$ such that

$$
\begin{equation*}
\mathcal{M}=\bigcup_{i \in \mathbb{N}} \mathcal{V}_{\boldsymbol{x}_{i}} \cap \mathcal{M} \tag{244}
\end{equation*}
$$

For if such a countable set does not exist, the open set

$$
\begin{equation*}
\mathcal{V}=\bigcup_{x \in \mathcal{M}} \mathcal{V}_{x} \tag{245}
\end{equation*}
$$

would not admit a countable subcover, which would contradict that $\mathcal{V}$ as an open set in $\mathbb{R}^{m}$ is Lindelöf [42. Definition 5.6.19, Proposition 5.6.22]. With the countable set $\left\{\boldsymbol{x}_{i}: i \in \mathbb{N}\right\} \subseteq \mathcal{M}$ we can now write

$$
\begin{equation*}
\mathcal{M}=\bigcup_{i \in \mathbb{N}} \varphi_{i}\left(\mathcal{U}_{i}\right) \tag{246}
\end{equation*}
$$

where we set $\varphi_{i}=\varphi_{\boldsymbol{x}_{i}}$ and $\mathcal{U}_{i}=\mathcal{U}_{\boldsymbol{x}_{i}}$. Now fix $i \in \mathbb{N}$ arbitrarily. As $\mathcal{U}_{i}$ is open, for every $\boldsymbol{u}_{i} \in \mathcal{U}_{i}$, there exists an $r_{\boldsymbol{u}_{i}}>0$ such that

$$
\begin{equation*}
\mathcal{B}^{s}\left(\boldsymbol{u}_{i}, r_{\boldsymbol{u}_{i}}\right) \subseteq \mathcal{U}_{i} . \tag{247}
\end{equation*}
$$

We can thus write

$$
\begin{equation*}
\mathcal{U}_{i}=\bigcup_{\boldsymbol{u}_{i} \in \mathcal{U}_{i}} \mathcal{B}^{s}\left(\boldsymbol{u}_{i}, \frac{r_{\boldsymbol{u}_{i}}}{2}\right) . \tag{248}
\end{equation*}
$$

Since $\mathcal{U}_{i}$ as an open set in $\mathbb{R}^{m}$ is Lindelöf [42, Definition 5.6.19, Proposition 5.6.22], there exists a countable set $\left\{\boldsymbol{u}_{i, j}: j \in \mathbb{N}\right\} \subseteq \mathcal{U}_{i}$ such that

$$
\begin{equation*}
\mathcal{U}_{i}=\bigcup_{j \in \mathbb{N}} \mathcal{B}^{s}\left(\boldsymbol{u}_{i, j}, \frac{r_{i, j}}{2}\right), \tag{249}
\end{equation*}
$$

where we set $r_{i, j}=r_{\boldsymbol{u}_{i, j}}$ for all $j \in \mathbb{N}$. Using $\mathcal{B}^{s}\left(\boldsymbol{u}_{i, j}, r_{i, j}\right) \subseteq \mathcal{U}_{i}$ for all $j \in \mathbb{N}$ (cf. (247)), it follows that

$$
\begin{equation*}
\mathcal{U}_{i}=\bigcup_{j \in \mathbb{N}} \overline{\mathcal{B}^{s}\left(\boldsymbol{u}_{i, j}, \frac{r_{i, j}}{2}\right)} \tag{250}
\end{equation*}
$$

Since $i \in \mathbb{N}$ was arbitrary, using (246) and (250), we get

$$
\begin{equation*}
\mathcal{M}=\bigcup_{i, j \in \mathbb{N}} \varphi_{i}\left(\overline{\mathcal{B}^{s}\left(\boldsymbol{u}_{i, j}, \frac{r_{i, j}}{2}\right)}\right) \tag{251}
\end{equation*}
$$

Finally, all the $\varphi_{i}$ as $C^{1}$ mappings are locally Lipschitz and, therefore, Lipschitz on the compact sets $\overline{\mathcal{B}^{s}\left(\boldsymbol{u}_{i, j}, \frac{r_{i, j}}{2}\right)}$ for all $j \in \mathbb{N}$, which establishes countable rectifiability of $\mathcal{M}$.

Proof of $v$. Since every $s_{i}$-rectifiable set, with $s_{i} \leq s$, is $s$-rectifiable by i), it follows that $\mathcal{A}$ is a countable union of $s$-rectifiable sets and, therefore, countably $s$-rectifiable.

## Appendix B

## Proof of Lemma III. 3

Proof of $[i)$. Suppose that $\mathcal{U}$ is $s$-rectifiable. Then, there exist a compact set $\mathcal{A} \subseteq \mathbb{R}^{s}$ and a Lipschitz mapping $\varphi: \mathcal{A} \rightarrow \mathbb{R}^{m}$ such that $\mathcal{U}=\varphi(\mathcal{A})$. As $f \circ \varphi: \mathcal{A} \rightarrow \mathbb{R}^{n}$ is Lipschitz owing to Lemmata H. 9 and H.11, $f(\mathcal{U})=(f \circ \varphi)(\mathcal{A})$ is $s$-rectifiable.

Proof of $i i)$. Suppose that $\mathcal{U}$ is countably $s$-rectifiable. We can write $\mathcal{U}=\bigcup_{i \in \mathbb{N}} \mathcal{U}_{i}$, where $\mathcal{U}_{i}$ is $s$ rectifiable for all $i \in \mathbb{N}$. As $f(\mathcal{U})=\bigcup_{i \in \mathbb{N}} f\left(\mathcal{U}_{i}\right)$ and $f\left(\mathcal{U}_{i}\right)$ is $s$-rectifiable for all $i \in \mathbb{N}$ by i), it follows that $f(\mathcal{U})$ is countably $s$-rectifiable.

Proof of iiii). Suppose that $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable. We have to show that $f(\mathcal{U})=$ $\mathcal{A} \cup \mathcal{B}$, where $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{n}\right)$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable and $\mathscr{H}^{s}(\mathcal{B})=0$. As $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable, [35, Lemma 15.5] implies that $\mathscr{H}^{s} \mid \mathcal{U}$ is $\sigma$-finite. We can therefore employ Lemma H. 8 to decompose

$$
\begin{equation*}
\mathcal{U}=\mathcal{V}_{0} \cup \bigcup_{j \in \mathbb{N}} \mathcal{V}_{j} \tag{252}
\end{equation*}
$$

where $\mathscr{H}^{s}\left(\mathcal{V}_{0}\right)=\mathscr{H}^{s} \mid \mathcal{U}\left(\mathcal{V}_{0}\right)=0$ and $\mathcal{V}_{j} \subseteq \mathbb{R}^{m}$ is compact for all $j \in \mathbb{N}$. This decomposition allows us to write $f(\mathcal{U})=\mathcal{A} \cup \mathcal{B}$, where

$$
\begin{align*}
\mathcal{A} & =\bigcup_{j \in \mathbb{N}} f\left(\mathcal{V}_{j}\right)  \tag{253}\\
\mathcal{B} & =f\left(\mathcal{V}_{0}\right) . \tag{254}
\end{align*}
$$

Now, thanks to Lemma H.10, the $f\left(\mathcal{V}_{j}\right)$ are compact. Therefore, $\mathcal{A}$ as a countable union of compact sets is Borel. Furthermore, $\mathscr{H}^{s}(\mathcal{B})=0$ because of $\mathscr{H}^{s}\left(\mathcal{V}_{0}\right)=0$ and Lemma B. 1 below. It remains to show that $\mathcal{A}$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable. Since $\mathcal{U}$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable, there exists a countably $s$-rectifiable set $\mathcal{U}_{1}$ such that $\mathscr{H}^{s}\left(\mathcal{U} \backslash \mathcal{U}_{1}\right)=0$. Furthermore, as $\mathcal{U}_{1}$ is countably $s$-rectifiable, $f\left(\mathcal{U}_{1}\right)$ is countably $s$-rectifiable by ii). Finally,

$$
\begin{align*}
\mathscr{H}^{s}\left(\mathcal{A} \backslash f\left(\mathcal{U}_{1}\right)\right) & \leq \mathscr{H}^{s}\left(f(\mathcal{U}) \backslash f\left(\mathcal{U}_{1}\right)\right)  \tag{255}\\
& \leq \mathscr{H}^{s}\left(f\left(\mathcal{U} \backslash \mathcal{U}_{1}\right)\right)  \tag{256}\\
& =0 \tag{257}
\end{align*}
$$

where (255) follows from the monotonicity of $\mathscr{H}^{s}$ and $f(\mathcal{U})=\mathcal{A} \cup \mathcal{B}$, 256) is by monotonicity of $\mathscr{H}^{s}$ and $f(\mathcal{U}) \backslash f\left(\mathcal{U}_{1}\right) \subseteq f\left(\mathcal{U} \backslash \mathcal{U}_{1}\right)$, and 257) follows from Lemma B.1 below. This proves that $\mathcal{A}$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable, thereby concluding the proof.

Lemma B.1. If $\mathcal{U} \subseteq \mathbb{R}^{m}$ with $\mathscr{H}^{s}(\mathcal{U})=0$ and $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is locally Lipschitz, then $\mathscr{H}^{s}(f(\mathcal{U}))=0$.
Proof. We employ the following chain of arguments:

$$
\begin{align*}
\mathscr{H}^{s}(f(\mathcal{U})) & =\mathscr{H}^{s}\left(f\left(\mathcal{U} \cap \bigcup_{l \in \mathbb{N}} \mathcal{B}_{m}(\mathbf{0}, l)\right)\right)  \tag{258}\\
& =\mathscr{H}^{s}\left(\bigcup_{l \in \mathbb{N}} f\left(\mathcal{B}_{m}(\mathbf{0}, l) \cap \mathcal{U}\right)\right)  \tag{259}\\
& \leq \sum_{l \in \mathbb{N}} \mathscr{H}^{s}\left(f\left(\mathcal{B}_{m}(\mathbf{0}, l) \cap \mathcal{U}\right)\right)  \tag{260}\\
& \leq \sum_{l \in \mathbb{N}} L_{l}^{s} \mathscr{H}^{s}\left(\mathcal{B}_{m}(\mathbf{0}, l) \cap \mathcal{U}\right)  \tag{261}\\
& \leq \sum_{l \in \mathbb{N}} L_{l}^{s} \mathscr{H}^{s}(\mathcal{U})  \tag{262}\\
& =0 \tag{263}
\end{align*}
$$

where (260) follows from the countable subadditivity of $\mathscr{H}^{s}$, in (261) we applied Property ii) of Lemma H.13. where, for every $l \in \mathbb{N}, L_{l}$ denotes the Lipschitz constant of $\left.f\right|_{\mathcal{B}_{m}(0, l)}$, and in (262) we used the monotonicity of $\mathscr{H}^{s}$.

## Appendix C

## Proof of Lemma III.5

Towards a contradiction, suppose that there exist $r, t \in \mathbb{N}$ with $r \neq t$ such that $\mathbf{x}$ is $r$-rectifiable and $t$-rectifiable. We can assume, w.l.o.g., that $r<t$. Now, Lemma III. 4 implies the existence of
i) a countably $r$-rectifiable set $\mathcal{U}$ satisfying $\mathrm{P}[\mathrm{x} \in \mathcal{U}]=1$ and
ii) a countably $t$-rectifiable set $\mathcal{V}$ satisfying $\mathrm{P}[\mathrm{x} \in \mathcal{V}]=1$.

With Definition III.1, we can conclude that there exist
i) compact sets $\mathcal{A}_{i} \subseteq \mathbb{R}^{r}$ and Lipschitz mappings $\varphi_{i}: \mathcal{A}_{i} \rightarrow \mathbb{R}^{m}, i \in \mathbb{N}$, such that

$$
\begin{equation*}
\mathcal{U}=\bigcup_{i \in \mathbb{N}} \varphi_{i}\left(\mathcal{A}_{i}\right) \tag{264}
\end{equation*}
$$

and
ii) compact sets $\mathcal{B}_{j} \subseteq \mathbb{R}^{t}$ and Lipschitz mappings $\psi_{j}: \mathcal{B}_{j} \rightarrow \mathbb{R}^{m}, j \in \mathbb{N}$, such that

$$
\begin{equation*}
\mathcal{V}=\bigcup_{j \in \mathbb{N}} \psi_{j}\left(\mathcal{B}_{j}\right) \tag{265}
\end{equation*}
$$

The union bound now yields

$$
\begin{align*}
\mathrm{P}[\mathbf{x} \in \mathcal{U} \cap \mathcal{V}] & =\mathrm{P}\left[\mathbf{x} \in \bigcup_{i \in \mathbb{N}} \bigcup_{j \in \mathbb{N}} \varphi_{i}\left(\mathcal{A}_{i}\right) \cap \psi_{j}\left(\mathcal{B}_{j}\right)\right]  \tag{266}\\
& \leq \sum_{i \in \mathbb{N}} \sum_{j \in \mathbb{N}} \mathrm{P}\left[\mathbf{x} \in \varphi_{i}\left(\mathcal{A}_{i}\right) \cap \psi_{j}\left(\mathcal{B}_{j}\right)\right] \tag{267}
\end{align*}
$$

Since $\mathrm{P}[\mathbf{x} \in \mathcal{U} \cap \mathcal{V}]=1$, which follows from $\mathrm{P}[\mathbf{x} \in \mathcal{U}]=1$ and $\mathrm{P}[\mathbf{x} \in \mathcal{V}]=1$, 266)-267) guarantee the existence of an $i_{0}$ and a $j_{0}$, both in $\mathbb{N}$, such that $\mu_{\mathbf{x}}\left(\varphi_{i_{0}}\left(\mathcal{A}_{i_{0}}\right) \cap \psi_{j_{0}}\left(\mathcal{B}_{j_{0}}\right)\right)>0$. As $\mu_{\mathbf{x}} \ll \mathscr{H}^{t} \mid \mathcal{V}$ by the $t$ rectifiability of $\mathbf{x}$ and $\mathscr{H}^{t} \mid \mathcal{V} \ll \mathscr{H}^{t}$ by the monotonicity of $\mathscr{H}^{t}$, it follows that $\mathscr{H}^{t}\left(\varphi_{i_{0}}\left(\mathcal{A}_{i_{0}}\right) \cap \psi_{j_{0}}\left(\mathcal{B}_{j_{0}}\right)\right)>$ 0. Property i) of Lemma H.13 therefore implies (recall that $r<t$ by assumption) $\mathscr{H}^{r}\left(\varphi_{i_{0}}\left(\mathcal{A}_{i_{0}}\right) \cap\right.$ $\left.\psi_{j_{0}}\left(\mathcal{B}_{j_{0}}\right)\right)=\infty$. The monotonicity of $\mathscr{H}^{r}$ then yields

$$
\begin{align*}
\mathscr{H}^{r}\left(\varphi_{i_{0}}\left(\mathcal{A}_{i_{0}}\right)\right) & \geq \mathscr{H}^{r}\left(\varphi_{i_{0}}\left(\mathcal{A}_{i_{0}}\right) \cap \psi_{j_{0}}\left(\mathcal{B}_{j_{0}}\right)\right)  \tag{268}\\
& =\infty \tag{269}
\end{align*}
$$

But we also have

$$
\begin{align*}
\mathscr{H}^{r}\left(\varphi_{i_{0}}\left(\mathcal{A}_{i_{0}}\right)\right) & \leq L^{r} \mathscr{H}^{r}\left(\mathcal{A}_{i_{0}}\right)  \tag{270}\\
& =L^{r} \lambda^{r}\left(\mathcal{A}_{i_{0}}\right)  \tag{271}\\
& <\infty \tag{272}
\end{align*}
$$

where (270) follows from Property ii) of Lemma H.13 with $L$ the Lipschitz constant of $\varphi_{i_{0}}$, 271) is by Property iii) of Lemma H. 13 and the fact that $\mathcal{A}_{i_{0}}$ as a compact set is in $\mathscr{B}\left(\mathbb{R}^{r}\right)$, and finally (272) is a consequence, again, of $\mathcal{A}_{i_{0}}$ being compact. This contradicts 269 and thereby concludes the proof.

## Appendix D

## Proof of Lemma IV. 1

Suppose that there exists a Borel measurable mapping $g: \mathbb{R}^{n \times m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ such that $\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq$ $\mathbf{x}]<1$ and $\operatorname{set} \mathcal{U}=\left\{\boldsymbol{x} \in \mathbb{R}^{m}: g(\boldsymbol{A}, \boldsymbol{A} \boldsymbol{x})=\boldsymbol{x}\right\}$. We first show that $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$. To this end, consider the mapping $h_{\boldsymbol{A}}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, \boldsymbol{x} \mapsto g(\boldsymbol{A}, \boldsymbol{A} \boldsymbol{x})$, which as the composition of two Borel measurable mappings, namely, $\boldsymbol{x} \mapsto(\boldsymbol{A}, \boldsymbol{A} \boldsymbol{x})$ and $g$, is Borel measurable. Application of Lemma H.5 (with $\mathcal{X}=\mathcal{Y}=\mathbb{R}^{m}, f_{1}$ the identity mapping on $\mathbb{R}^{m}$, and $f_{2}=h_{\boldsymbol{A}}$ ) therefore establishes that

$$
\begin{align*}
F: \mathbb{R}^{m} & \rightarrow \mathbb{R}^{m} \times \mathbb{R}^{m}  \tag{273}\\
\boldsymbol{x} & \mapsto\left(\boldsymbol{x}, h_{\boldsymbol{A}}(\boldsymbol{x})\right) \tag{274}
\end{align*}
$$

is Borel measurable. Now, consider the diagonal $\mathcal{D}=\left\{(\boldsymbol{x}, \boldsymbol{x}): \boldsymbol{x} \in \mathbb{R}^{m}\right\}$ and note that $\mathcal{D}$ as the inverse image of $\{\mathbf{0}\}$ under the Borel measurable mapping $d: \mathbb{R}^{m} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m},(\boldsymbol{u}, \boldsymbol{v}) \mapsto \boldsymbol{u}-\boldsymbol{v}$ is in $\mathscr{B}\left(\mathbb{R}^{m} \times \mathbb{R}^{m}\right)$. Since $\mathcal{U}=F^{-1}(\mathcal{D})$, we conclude that $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$. Now, $\mathrm{P}[\mathbf{x} \in \mathcal{U}]>0$ as $\mathrm{P}[\mathbf{x} \notin$ $\mathcal{U}]=\mathrm{P}[g(\boldsymbol{A}, \boldsymbol{A} \mathbf{x}) \neq \mathbf{x}]<1$ by assumption. It remains to show that $\boldsymbol{A}$ is one-to-one on $\mathcal{U}$. To this end, consider arbitrary but fixed $\boldsymbol{u}, \boldsymbol{v} \in \mathcal{U}$ and suppose that $\boldsymbol{A} \boldsymbol{u}=\boldsymbol{A} \boldsymbol{v}$. This implies $g(\boldsymbol{A}, \boldsymbol{A} \boldsymbol{u})=g(\boldsymbol{A}, \boldsymbol{A} \boldsymbol{v})$. As $\boldsymbol{u}, \boldsymbol{v} \in \mathcal{U}$ by assumption, this is only possible if $\boldsymbol{u}=\boldsymbol{v}$. Thus, $\boldsymbol{A}$ is one-to-one on $\mathcal{U}$, which concludes the proof.

## Appendix E

## Proof of LemmaIV. 3

Proof of in. The proof is by induction. Suppose that $\mu$ is $s$-analytic for $s \in \mathbb{N} \backslash\{1\}$. We have to show that this implies $(s-1)$-analyticity of $\mu$. Consider $\mathcal{C} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $\mu(\mathcal{C})>0$. Then, by Definition IV. 1 , there exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure and a real analytic mapping $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$ of $s$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \mathcal{C}$. By Property ii) of Lemma K.8, we can assume, w.l.o.g., that $\left.h\right|_{\mathcal{A}}$ is an embedding. For each $z \in \mathbb{R}$, let

$$
\begin{equation*}
\mathcal{A}_{z}=\left\{\boldsymbol{v} \in \mathbb{R}^{s-1}:(\boldsymbol{v} z)^{\top} \in \mathcal{A}\right\} . \tag{275}
\end{equation*}
$$

We now use Fubini's Theorem to show that there exists a $z_{0} \in \mathbb{R}$ such that $\lambda^{s-1}\left(\mathcal{A}_{z_{0}}\right)>0$. Concretely,

$$
\begin{align*}
0 & <\int_{\mathbb{R}^{s}} \mathbb{1}_{\mathcal{A}}(\boldsymbol{z}) \operatorname{Jh}(\boldsymbol{z}) \mathrm{d} \lambda^{s}(\boldsymbol{z})  \tag{276}\\
& =\int_{\mathbb{R}}\left(\int_{\mathbb{R}^{s-1}} \mathbb{1}_{\mathcal{A}}\left((\boldsymbol{v} z)^{\boldsymbol{\top}}\right) \operatorname{Jh}\left((\boldsymbol{v} z)^{\boldsymbol{\top}}\right) \mathrm{d} \lambda^{s-1}(\boldsymbol{v})\right) \mathrm{d} \lambda^{1}(z)  \tag{277}\\
& =\int_{\mathbb{R}}\left(\int_{\mathbb{R}^{s-1}} \mathbb{1}_{\mathcal{A}_{z}}(\boldsymbol{v}) \operatorname{Jh}\left((\boldsymbol{v} z)^{\boldsymbol{\top}}\right) \mathrm{d} \lambda^{s-1}(\boldsymbol{v})\right) \mathrm{d} \lambda^{1}(z), \tag{278}
\end{align*}
$$

where (276) follows from Lemma H. 2 with $\lambda^{s}(\mathcal{A})>0$ and $\operatorname{Jh}(\boldsymbol{z})>0$ for all $\boldsymbol{z} \in \mathcal{A}$, and in (277) we applied Theorem H.1. We conclude that there must exist a $z_{0} \in \mathbb{R}$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{s-1}} \mathbb{1}_{\mathcal{A}_{z_{0}}}(\boldsymbol{v}) \operatorname{Jh}\left(\left(\boldsymbol{v} z_{0}\right)^{\mathbf{T}}\right) \mathrm{d} \lambda^{s-1}(\boldsymbol{v})>0 \tag{279}
\end{equation*}
$$

Again using Lemma H. 2 establishes that $\lambda^{s-1}\left(\mathcal{A}_{z_{0}}\right)>0$. It remains to show that there exists a real analytic mapping $\tilde{h}: \mathbb{R}^{s-1} \rightarrow \mathbb{R}^{m}$ with $\tilde{h}\left(\mathcal{A}_{z_{0}}\right) \subseteq \mathcal{C}$ and of $(s-1)$-dimensional Jacobian $J \tilde{h} \not \equiv 0$. To this end, consider the mapping

$$
\begin{align*}
\varphi: \mathbb{R}^{s-1} & \rightarrow \mathbb{R}^{s}  \tag{280}\\
\boldsymbol{v} & \mapsto\left(\boldsymbol{v} z_{0}\right)^{\top} \tag{281}
\end{align*}
$$

and set $\tilde{h}=h \circ \varphi: \mathbb{R}^{s-1} \rightarrow \mathbb{R}^{m}$. Now, $\varphi$ is real analytic thanks to Corollary K.1. Thus, $\tilde{h}$ as a composition of real analytic mappings is real analytic by Corollary K.2 Furthermore, since $\varphi\left(\mathcal{A}_{z_{0}}\right) \subseteq \mathcal{A}$ by (275), it follows that $\tilde{h}\left(\mathcal{A}_{z_{0}}\right) \subseteq \mathcal{C}$. It remains to establish that $J \tilde{h} \not \equiv 0$. To this end, we first note that the chain rule implies $D \tilde{h}(\boldsymbol{v})=D h\left(\boldsymbol{v}, z_{0}\right) D \varphi(\boldsymbol{v})$. Therefore,

$$
\begin{align*}
\operatorname{rank}(D \tilde{h}(\boldsymbol{v})) & =\operatorname{rank}\left(D h\left(\boldsymbol{v}, z_{0}\right) D \varphi(\boldsymbol{v})\right)  \tag{282}\\
& =\operatorname{rank}\left(D h\left(\boldsymbol{v}, z_{0}\right)\left(\boldsymbol{I}_{s-1} \mathbf{0}\right)^{\boldsymbol{\top}}\right)  \tag{283}\\
& \geq s-1 \quad \text { for all } \boldsymbol{v} \in \mathcal{A}_{z_{0}}, \tag{284}
\end{align*}
$$

where (284) is by Lemma K. 12 upon noting that $\operatorname{Dh}\left(\boldsymbol{v}, z_{0}\right) \in \mathbb{R}^{m \times s}$, with $\operatorname{rank}\left(D h\left(\boldsymbol{v}, z_{0}\right)\right)=s$ (recall that $\left(\boldsymbol{v} z_{0}\right)^{\top} \in \mathcal{A}$ for all $\boldsymbol{v} \in \mathcal{A}_{z_{0}}$ by (275) and that the $s$-dimensional Jacobian $\operatorname{Jh}(\boldsymbol{z})>0$ for all $\boldsymbol{z} \in \mathcal{A}$ ), and $\left(\boldsymbol{I}_{s-1} \mathbf{0}\right)^{\top} \in \mathbb{R}^{s \times(s-1)}$. Since $\operatorname{rank}(D \tilde{h}(\boldsymbol{v})) \geq s-1$ and $D \tilde{h}(\boldsymbol{v}) \in \mathbb{R}^{m \times(s-1)}$, we conclude that $J \tilde{h}(\boldsymbol{v})>0$ for all $\boldsymbol{v} \in \mathcal{A}_{z_{0}}$. Thus, $J \tilde{h} \not \equiv 0$, which finalizes the proof.

Proof of iii. Suppose that $\mu$ is $s$-analytic and consider $\mathcal{C} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $\mu(\mathcal{C})>0$. We have to show that $\mathscr{H}^{s}(\mathcal{C})>0$. By Definition IV.1, there exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure and a real analytic mapping $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$ of $s$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \mathcal{C}$. By Property ii) of Lemma K.8, we can assume, w.l.o.g., that $\left.h\right|_{\mathcal{A}}$ is an embedding. We now use the area formula Corollary H. 3 to conclude that $\mathscr{H}^{s}(\mathcal{C})>0$. Concretely,

$$
\begin{align*}
0 & <\int_{\mathcal{A}} J h(\boldsymbol{z}) \mathrm{d} \lambda^{s}(\boldsymbol{z})  \tag{285}\\
& =\mathscr{H}^{s}(h(\mathcal{A}))  \tag{286}\\
& \leq \mathscr{H}^{s}(\mathcal{C}), \tag{287}
\end{align*}
$$

where (285) is by Lemma H.2, $\lambda^{s}(\mathcal{A})>0$, and $\operatorname{Jh}(\boldsymbol{z})>0$ for all $\boldsymbol{z} \in \mathcal{A}$, in 286) we applied the area formula Corollary H. 3 upon noting that $\left.h\right|_{\mathcal{A}}$ is one-to-one as an embedding and locally Lipschitz by real analyticity of $h$, and (287) is by monotonicity of $\mathscr{H}^{s}$ together with $h(\mathcal{A}) \subseteq \mathcal{C}$.

Proof of iiii) , $\Rightarrow "$ Suppose that $\mu$ is $s$-analytic and there exists a set $\mathcal{U} \subseteq \mathbb{R}^{m}$ such that $\mu=\left.\mu\right|_{\mathcal{U}}$ and $\left.\mathscr{H}^{s}\right|_{\mathcal{U}}$ is $\sigma$-finite. Since $\mathscr{H}^{s}$ is Borel regular (cf. Definition H.2), we may assume, w.l.o.g., that $\mathcal{U} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$. By $\sigma$-finiteness of $\mathscr{H}^{s} \mid \mathcal{U}$, there exist sets $\mathcal{V}_{i} \in \mathscr{B}\left(\mathbb{R}^{m}\right), i \in \mathbb{N}$, such that

$$
\begin{equation*}
\mathcal{U}=\bigcup_{i \in \mathbb{N}} \mathcal{U} \cap \mathcal{V}_{i} \tag{288}
\end{equation*}
$$

and $\mathscr{H}^{s}\left(\mathcal{U} \cap \mathcal{V}_{i}\right)<\infty$ for all $i \in \mathbb{N}$. For every $i \in \mathbb{N}$, since $\mathcal{U} \cap \mathcal{V}_{i}$ as the intersection of two Borel sets is in $\mathscr{B}\left(\mathbb{R}^{m}\right)$ and $\mathscr{H}^{s}\left(\mathcal{U} \cap \mathcal{V}_{i}\right)<\infty$, we can write [43, p. 83] $\mathcal{U} \cap \mathcal{V}_{i}=\mathcal{W}_{i} \cup \widetilde{\mathcal{W}}_{i}$, where $\mathcal{W}_{i}$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable and $\widetilde{\mathcal{W}}_{i}$ is purely $\mathscr{H}^{s}$-unrectifiable, i.e., $\mathscr{H}^{s}\left(\widetilde{\mathcal{W}}_{i} \cap \mathcal{E}\right)=0$ for all countably $\left(\mathscr{H}^{s}, s\right)$ rectifiable sets $\mathcal{E} \subseteq \mathbb{R}^{m}$. This allows us to decompose $\mathcal{U}$ according to $\mathcal{U}=\mathcal{W} \cup \widetilde{\mathcal{W}}$ with $\mathcal{W}=\bigcup_{i \in \mathbb{N}} \mathcal{W}_{i}$ and $\widetilde{\mathcal{W}}=\bigcup_{i \in \mathbb{N}} \widetilde{\mathcal{W}}_{i}$. Since all the $\mathcal{W}_{i}$ are countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable, so is $\mathcal{W}$; and since all the $\widetilde{\mathcal{W}}_{i}$ are purely $\mathscr{H}^{s}$-unrectifiable, so is $\widetilde{\mathcal{W}}$.

As $\mu=\mu_{\mathcal{U}}$ by assumption, and $\mathcal{U}=\mathcal{W} \cup \widetilde{\mathcal{W}}$, it remains to show that $\mu(\widetilde{\mathcal{W}})=0$ to conclude that $\mu=\left.\mu\right|_{\mathcal{W}}$ for the countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable set $\mathcal{W}$. Towards a contradiction, suppose that $\mu(\widetilde{\mathcal{W}})>0$. Analyticity of $\mu$ then implies that there exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure and a real analytic mapping $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$ of $s$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \widetilde{\mathcal{W}}$. By countable subadditivity of $\lambda^{s}$, we can assume, w.l.o.g., that $\mathcal{A}$ is bounded; and by Property ii) in Lemma K.8, we can assume, w.l.o.g., that $\left.h\right|_{\mathcal{A}}$ is an embedding. It follows that

$$
\begin{align*}
0 & <\int_{\mathcal{A}} J h(\boldsymbol{z}) \mathrm{d} \lambda^{s}(\boldsymbol{z})  \tag{289}\\
& =\mathscr{H}^{s}(h(\mathcal{A})) \tag{290}
\end{align*}
$$

where (289) is by Lemma H.2, $\lambda^{s}(\mathcal{A})>0$, and $\operatorname{Jh}(\boldsymbol{z})>0$ for all $\boldsymbol{z} \in \mathcal{A}$, and in 290) we applied the area formula Corollary H. 3 upon noting that $\left.h\right|_{\mathcal{A}}$ is one-to-one as an embedding and locally Lipschitz by real analyticity of $h$. Moreover, as $\mathscr{H}^{s}$ is Borel regular (cf. Property (ii) in Definition H.2), there must exist a set $\mathcal{C} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$ with $h(\mathcal{A}) \subseteq \mathcal{C}$ and $\mathscr{H}^{s}(\mathcal{C} \backslash h(\mathcal{A}))=0$. It follows that $\mathcal{C}$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable as $\mathscr{H}^{s}(\mathcal{C} \backslash h(\overline{\mathcal{A}}))=0$ and $h$ is Lipschitz on the compact set $\overline{\mathcal{A}}$ by Lemma H.9. But this implies

$$
\begin{align*}
\mathscr{H}^{s}(\widetilde{\mathcal{W}} \cap \mathcal{C}) & \geq \mathscr{H}^{s}(h(\mathcal{A}) \cap \mathcal{C})  \tag{291}\\
& =\mathscr{H}^{s}(h(\mathcal{A}))  \tag{292}\\
& >0, \tag{293}
\end{align*}
$$

which is not possible as $\widetilde{\mathcal{W}}$ is purely $\mathscr{H}^{s}$-unrectifiable, thereby concluding the proof.
$„ \Leftarrow ":$ Suppose that there exists a countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable set $\mathcal{W} \subseteq \mathbb{R}^{m}$ such that $\mu=\left.\mu\right|_{\mathcal{W}}$. Since $\mathscr{H}^{s}$ is Borel regular (cf. Definition H.2), we may assume, w.l.o.g., that $\mathcal{W} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$. As this $\mathcal{W}$ is countably $\left(\mathscr{H}^{s}, s\right)$-rectifiable, [35, Lemma 15.5] implies that $\left.\mathscr{H}^{s}\right|_{\mathcal{W}}$ is $\sigma$-finite.

## Appendix F

## Proof of Lemma IV. 4

Suppose that $\mathbf{x} \in \mathbb{R}^{m}$ is $s$-analytic and $\mathbf{u}=f(\mathbf{x})$, where $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ is a real analytic immersion, and consider $\mathcal{C} \in \mathscr{B}\left(\mathbb{R}^{k}\right)$ with $\mu_{\mathbf{u}}(\mathcal{C})>0$. We have to show that there exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure and a real analytic mapping $g: \mathbb{R}^{s} \rightarrow \mathbb{R}^{k}$ of $s$-dimensional Jacobian $J g \not \equiv 0$ such that $g(\mathcal{A}) \subseteq \mathcal{C}$. Set $\mathcal{D}=f^{-1}(\mathcal{C}) \in \mathscr{B}\left(\mathbb{R}^{m}\right)$. Since $\mu_{\mathbf{x}}(\mathcal{D})=\mu_{\mathbf{u}}(\mathcal{C})>0$ and $\mathbf{x}$ is $s$-analytic, there exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure and a real analytic mapping $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$ of $s$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \mathcal{D}$. We set $g=f \circ h$. Now, $g(\mathcal{A})=f(h(\mathcal{A})) \subseteq f(\mathcal{D}) \subseteq \mathcal{C}$. Furthermore, $g$ as the composition of real analytic mappings is real analytic by Corollary K.2 It remains to show that $J g \not \equiv 0$. To this end, we first note that the chain rule implies $D g(\boldsymbol{z})=(D f)(h(\boldsymbol{z})) D h(\boldsymbol{z})$. Since $J h \not \equiv 0$, there exists a $\boldsymbol{z}_{0} \in \mathbb{R}^{s}$ such that $\operatorname{Jh}\left(\boldsymbol{z}_{0}\right) \neq 0$. Thus

$$
\begin{equation*}
\operatorname{rank}\left(D h\left(\boldsymbol{z}_{0}\right)\right)=s . \tag{294}
\end{equation*}
$$

Now, as $f$ is an immersion, it follows that $k \geq m$ and $J f>0$. Thus,

$$
\begin{equation*}
\operatorname{rank}\left((D f)\left(h\left(\boldsymbol{z}_{0}\right)\right)\right)=m \tag{295}
\end{equation*}
$$

Applying Lemma K.12 to $(D f)\left(h\left(\boldsymbol{z}_{0}\right)\right) \in \mathbb{R}^{k \times m}$ and $D h\left(\boldsymbol{z}_{0}\right) \in \mathbb{R}^{m \times s}$ and using 294) and 2955 establishes that $\operatorname{rank}\left(D g\left(\boldsymbol{z}_{0}\right)\right) \geq s$, which in turn implies $J g\left(\boldsymbol{z}_{0}\right) \neq 0$ as $D g\left(\boldsymbol{z}_{0}\right) \in \mathbb{R}^{k \times s}$.

## Appendix G

## Proof of LemmaIV. 6

Suppose that $\mathbf{a} \in \mathbb{R}^{k}$ and $\mathbf{b} \in \mathbb{R}^{l}$ with $\mu_{\mathbf{a}} \times \mu_{\mathbf{b}} \ll \lambda^{k+l}$, set $\mathbf{x}=\mathbf{a} \otimes \mathbf{b}$, and consider $\mathcal{C} \in \mathscr{B}\left(\mathbb{R}^{k l}\right)$ with $\mu_{\mathrm{x}}(\mathcal{C})>0$. We have to show that there exist a set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{k+l-1}\right)$ of positive Lebesgue measure and a real analytic mapping $h: \mathbb{R}^{k+l-1} \rightarrow \mathbb{R}^{k l}$ of $(k+l-1)$-dimensional Jacobian $J h \not \equiv 0$ such that $h(\mathcal{A}) \subseteq \mathcal{C}$. Let

$$
\begin{equation*}
\mathcal{E}=\left\{\left(\boldsymbol{a}^{\top} \boldsymbol{b}^{\top}\right)^{\top}: \boldsymbol{a} \in \mathbb{R}^{k}, \boldsymbol{b} \in \mathbb{R}^{l}, \boldsymbol{a} \otimes \boldsymbol{b} \in \mathcal{C}\right\} . \tag{296}
\end{equation*}
$$

Since $\mathcal{C} \in \mathscr{B}\left(\mathbb{R}^{k l}\right)$ and $\otimes$ is Borel measurable, $\mathcal{E}$ as the inverse image of $\mathcal{C}$ under $\otimes$ is Borel measurable. Furthermore, as $\mathbf{x}=\mathbf{a} \otimes \mathbf{b}$, it follows that

$$
\begin{align*}
\left(\mu_{\mathbf{a}} \times \mu_{\mathbf{b}}\right)(\mathcal{E}) & =\mu_{\mathbf{x}}(\mathcal{C})  \tag{297}\\
& >0 \tag{298}
\end{align*}
$$

which implies $\lambda^{k+l}(\mathcal{E})>0$ as $\mu_{\mathbf{a}} \times \mu_{\mathbf{b}} \ll \lambda^{k+l}$ by assumption. Using Corollary H.1, we can write

$$
\begin{equation*}
\lambda^{k+l}(\mathcal{E})=\int_{\mathbb{R}} \lambda^{k+l-1}\left(\mathcal{E}_{z}\right) \mathrm{d} \lambda^{1}(z) \tag{299}
\end{equation*}
$$

where, for each $z \in \mathbb{R}$,

$$
\begin{equation*}
\mathcal{E}_{z}=\left\{\left(\boldsymbol{a}^{\top} \boldsymbol{v}^{\top}\right)^{\top}: \boldsymbol{a} \in \mathbb{R}^{k}, \boldsymbol{v} \in \mathbb{R}^{l-1},\left(\boldsymbol{a}^{\top} \boldsymbol{v}^{\top} z\right)^{\top} \in \mathcal{E}\right\} \tag{300}
\end{equation*}
$$

As $\lambda^{k+l}(\mathcal{E})>0$ we can conclude that there must exist a $z_{0} \in \mathbb{R} \backslash\{0\}$ such that $\lambda^{k+l-1}\left(\mathcal{E}_{z_{0}}\right)>0$. We set $\mathcal{A}=\mathcal{E}_{z_{0}}$. Next, we define the mapping

$$
\begin{align*}
h: \mathbb{R}^{k+l-1} & \rightarrow \mathbb{R}^{k l}  \tag{301}\\
\left(c_{1} \ldots c_{k+l-1}\right)^{\top} & \mapsto\left(c_{1} \ldots c_{k}\right)^{\top} \otimes\left(c_{k+1} \ldots c_{k+l-1} z_{0}\right)^{\top} \tag{302}
\end{align*}
$$

which is real analytic thanks to Corollary K.1, and we write

$$
\begin{align*}
\mathcal{A} & =\left\{\left(\boldsymbol{a}^{\top} \boldsymbol{v}^{\top}\right)^{\top}: \boldsymbol{a} \in \mathbb{R}^{k}, \boldsymbol{v} \in \mathbb{R}^{l-1},\left(\boldsymbol{a}^{\top} \boldsymbol{v}^{\top} z_{0}\right)^{\top} \in \mathcal{E}\right\}  \tag{303}\\
& =\left\{\left(\boldsymbol{a}^{\top} \boldsymbol{v}^{\top}\right)^{\top}: \boldsymbol{a} \in \mathbb{R}^{k}, \boldsymbol{v} \in \mathbb{R}^{l-1}, \boldsymbol{a} \otimes\left(\boldsymbol{v}^{\top} z_{0}\right)^{\top} \in \mathcal{C}\right\}  \tag{304}\\
& =h^{-1}(\mathcal{C}) \tag{305}
\end{align*}
$$

where (304) follows from (296), and (305) is by (301-302). By construction, $h(\mathcal{A}) \subseteq \mathcal{C}$. Furthermore, $\mathcal{A}$ as the inverse image of $\mathcal{C} \in \mathscr{B}\left(\mathbb{R}^{k l}\right)$ under a real analytic and, therefore, Borel measurable mapping is in $\mathscr{B}\left(\mathbb{R}^{k+l-1}\right)$. It remains to show that there exist an $\boldsymbol{a}_{0} \in \mathbb{R}^{k}$ and a $\boldsymbol{v}_{0} \in \mathbb{R}^{l-1}$ such that

$$
\begin{align*}
\operatorname{Jh}\left(\left(\boldsymbol{a}_{0}^{\top} \boldsymbol{v}_{0}^{\top}\right)^{\top}\right) & =\sqrt{\operatorname{det}\left(\left(D h\left(\left(\boldsymbol{a}_{0}^{\top} \boldsymbol{v}_{0}^{\top}\right)^{\top}\right)\right)^{\top} D h\left(\left(\boldsymbol{a}_{0}^{\top} \boldsymbol{v}_{0}^{\top}\right)^{\top}\right)\right)}  \tag{306}\\
& >0 \tag{307}
\end{align*}
$$

This will be accomplished by showing that there exist an $\boldsymbol{a}_{0} \in \mathbb{R}^{k}$ and a $\boldsymbol{v}_{0} \in \mathbb{R}^{l-1}$ such that

$$
\begin{equation*}
\operatorname{rank}\left(D h\left(\left(\boldsymbol{a}_{0}^{\top} \boldsymbol{v}_{0}^{\top}\right)^{\top}\right)\right)=k+l-1 \tag{308}
\end{equation*}
$$

Now,

$$
\operatorname{Dh}\left(\left(\boldsymbol{a}^{\top} \boldsymbol{v}^{\top}\right)^{\top}\right)=\left(\begin{array}{cccccc}
\boldsymbol{v} & \mathbf{0} & \ldots & \mathbf{0} & \mathbf{0} & a_{1} \boldsymbol{I}_{l-1}  \tag{309}\\
z_{0} & 0 & \ldots & 0 & 0 & \mathbf{0} \\
\mathbf{0} & \boldsymbol{v} & \ldots & \mathbf{0} & \mathbf{0} & a_{2} \boldsymbol{I}_{l-1} \\
0 & z_{0} & \ldots & 0 & 0 & \mathbf{0} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{v} & \mathbf{0} & a_{k-1} \boldsymbol{I}_{l-1} \\
0 & 0 & \ldots & z_{0} & 0 & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \ldots & \mathbf{0} & \boldsymbol{v} & a_{k} \boldsymbol{I}_{l-1} \\
0 & 0 & \ldots & 0 & z_{0} & \mathbf{0}
\end{array}\right)
$$

for general $\boldsymbol{a} \in \mathbb{R}^{k}$ and $\boldsymbol{v} \in \mathbb{R}^{l-1}$, and

$$
\operatorname{Dh}\left(\left(\boldsymbol{a}_{0}^{\top} \boldsymbol{v}_{0}^{\top}\right)^{\top}\right)=\left(\begin{array}{cccccc}
\mathbf{0} & \mathbf{0} & \ldots & \mathbf{0} & \mathbf{0} & \boldsymbol{I}_{l-1}  \tag{310}\\
z_{0} & 0 & \ldots & 0 & 0 & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \ldots & \mathbf{0} & \mathbf{0} & \boldsymbol{I}_{l-1} \\
0 & z_{0} & \ldots & 0 & 0 & \mathbf{0} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \mathbf{0} & \mathbf{0} & \boldsymbol{I}_{l-1} \\
0 & 0 & \ldots & z_{0} & 0 & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \ldots & \mathbf{0} & \mathbf{0} & \boldsymbol{I}_{l-1} \\
0 & 0 & \ldots & 0 & z_{0} & \mathbf{0}
\end{array}\right)
$$

for the specific choices $\boldsymbol{a}_{0}=(1 \ldots 1)^{\top} \in \mathbb{R}^{k}$ and $\boldsymbol{v}_{0}=(0 \ldots 0)^{\top} \in \mathbb{R}^{l-1}$. Since the $(k l) \times(k+l-1)$ matrix $D h\left(\left(\boldsymbol{a}_{0}^{\boldsymbol{\top}} \boldsymbol{v}_{0}^{\boldsymbol{\top}}\right)^{\boldsymbol{\top}}\right)$ has the regular $(k+l-1) \times(k+l-1)$ submatrix (recall that $\boldsymbol{z}_{0} \neq 0$ )

$$
\left(\begin{array}{cc}
\mathbf{0} & \boldsymbol{I}_{l-1}  \tag{311}\\
z_{0} \boldsymbol{I}_{k} & \mathbf{0}
\end{array}\right)
$$

(308) indeed holds, which concludes the proof.

## Appendix H

## Tools from (Geometric) Measure Theory

In this appendix, we state some basic definitions and results from measure theory and geometric measure theory used throughout the paper. We start with measure theory.

Definition H.1. [36, Definition 1.2.1] A measure (sometimes called pre-measure) on a nonempty set $\mathcal{X}$ is a nonnegative function $\mu$ defined on all subsets of $\mathcal{X}$ with the following properties:
i) $\mu(\emptyset)=0$.
ii) Monotonicity:

$$
\begin{equation*}
\mu(\mathcal{A}) \leq \mu(\mathcal{B}) \quad \text { for all } \mathcal{A} \subseteq \mathcal{B} \subseteq \mathcal{X} \tag{312}
\end{equation*}
$$

iii) Countable subadditivity:

$$
\begin{equation*}
\mu\left(\bigcup_{i \in \mathbb{N}} \mathcal{A}_{i}\right) \leq \sum_{i \in \mathbb{N}} \mu\left(\mathcal{A}_{i}\right) \tag{313}
\end{equation*}
$$

for all sequences $\left\{\mathcal{A}_{i}\right\}_{i \in \mathbb{N}}$ of sets $\mathcal{A}_{i} \subseteq \mathcal{X}$.
A set $\mathcal{A} \subseteq \mathcal{X}$ is $\mu$-measurable if it satisfies

$$
\begin{equation*}
\mu(\mathcal{E})=\mu(\mathcal{E} \cap \mathcal{A})+\mu(\mathcal{E} \backslash \mathcal{A}) \quad \text { for all } \mathcal{E} \subseteq \mathcal{X} \tag{314}
\end{equation*}
$$

For a probability measure $\mu_{\mathrm{x}}$, countable subadditivity is equivalent to the union bound

$$
\begin{equation*}
\mathrm{P}\left[\mathrm{x} \in \bigcup_{i \in \mathbb{N}} \mathcal{A}_{i}\right] \leq \sum_{i \in \mathbb{N}} \mathrm{P}\left[\mathbf{x} \in \mathcal{A}_{i}\right] . \tag{315}
\end{equation*}
$$

The collection of $\mu$-measurable sets forms a $\sigma$-algebra [36, Theorem 1.2.4], which we denote by $\mathscr{S}_{\mu}(\mathcal{X})$. For a topological space $\mathcal{X}$, the smallest $\sigma$-algebra containing the open sets is the Borel $\sigma$-algebra $\mathscr{B}(\mathcal{X})$. A measurable space $(\mathcal{X}, \mathscr{S}(\mathcal{X}))$ is a set $\mathcal{X}$ equipped with a $\sigma$-algebra $\mathscr{S}(\mathcal{X})$. A measure space $(\mathcal{X}, \mathscr{S}(\mathcal{X}), \mu)$ is a set $\mathcal{X}$ with a measure $\mu$ and a $\sigma$-algebra $\mathscr{S}(\mathcal{X}) \subseteq \mathscr{S}_{\mu}(\mathcal{X})$.

Lemma H.1. [36, Theorem 1.2.5] If $(\mathcal{X}, \mathscr{S}(\mathcal{X}), \mu)$ is a measure space and $\left\{\mathcal{A}_{n}\right\}_{n \in \mathbb{N}}$ a sequence of sets $A_{n} \in \mathscr{S}(\mathcal{X})$, then the following properties hold.
i) If the sets $\mathcal{A}_{n}, n \in \mathbb{N}$, are pairwise disjoint, then $\mu$ is countably additive on their union. That is,

$$
\begin{equation*}
\mu\left(\bigcup_{n \in \mathbb{N}} \mathcal{A}_{n}\right)=\sum_{n \in \mathbb{N}} \mu\left(\mathcal{A}_{n}\right) . \tag{316}
\end{equation*}
$$

ii) If $\mathcal{A}_{n} \subseteq \mathcal{A}_{n+1}$ for all $n \in \mathbb{N}$, then

$$
\begin{equation*}
\mu\left(\bigcup_{n \in \mathbb{N}} \mathcal{A}_{n}\right)=\lim _{n \rightarrow \infty} \mu\left(\mathcal{A}_{n}\right) . \tag{317}
\end{equation*}
$$

iii) If $\mathcal{A}_{n+1} \subseteq \mathcal{A}_{n}$ for all $n \in \mathbb{N}$ and $\mu\left(\mathcal{A}_{1}\right)<\infty$, then

$$
\begin{equation*}
\mu\left(\bigcap_{n \in \mathbb{N}} \mathcal{A}_{n}\right)=\lim _{n \rightarrow \infty} \mu\left(\mathcal{A}_{n}\right) . \tag{318}
\end{equation*}
$$

Definition H.2. [36, Definition 1.2.10] A measure $\mu$ on a topological space $\mathcal{X}$ is
i) Borel if all open sets are $\mu$-measurable;
ii) Borel regular if it is Borel and, for each $\mathcal{A} \subseteq \mathcal{X}$, there exists a $\mathcal{B} \in \mathscr{B}(\mathcal{X})$ such that $\mathcal{A} \subseteq \mathcal{B}$ and $\mu(\mathcal{A})=\mu(\mathcal{B})$.

As a consequence of Carathéodory's criterion [36, Theorem 1.2.13], Lebesgue and Hausdorff measures are Borel regular.

Definition H.3. (Measurable mapping) [44, Chapter 2]
i) Let $(\mathcal{X}, \mathscr{S}(\mathcal{X}))$ and $(\mathcal{Y}, \mathscr{S}(\mathcal{Y}))$ be measurable spaces. A mapping $f: \mathcal{D} \rightarrow \mathcal{Y}$, with $\mathcal{D} \in \mathscr{S}(\mathcal{X})$, is $(\mathscr{S}(\mathcal{X}), \mathscr{S}(\mathcal{Y}))$-measurable if $f^{-1}(\mathcal{A}) \in \mathscr{S}(\mathcal{X})$ for all $\mathcal{A} \in \mathscr{S}(\mathcal{Y})$.
ii) Let $(\mathcal{X}, \mathscr{S}(\mathcal{X}))$ be a measurable space and $\mathcal{Y}$ a topological space. A mapping $f: \mathcal{D} \rightarrow \mathcal{Y}$, with $\mathcal{D} \in \mathscr{S}(\mathcal{X})$, is $\mathscr{S}(\mathcal{X})$-measurable if $f^{-1}(\mathcal{A}) \in \mathscr{S}(\mathcal{X})$ for all $\mathcal{A} \in \mathscr{B}(\mathcal{Y})$.
iii) Let $\mathcal{X}$ and $\mathcal{Y}$ be topological spaces. A mapping $f: \mathcal{D} \rightarrow \mathcal{Y}$, with $\mathcal{D} \in \mathscr{B}(\mathcal{X})$, is Borel measurable if $f^{-1}(\mathcal{A}) \in \mathscr{B}(\mathcal{X})$ for all $\mathcal{A} \in \mathscr{B}(\mathcal{Y})$.

Lemma H.2. [44, Corollary 4.10] Let $(\mathcal{X}, \mathscr{S}(\mathcal{X}), \mu)$ be a measure space and consider a nonnegative measurable function $f: \mathcal{X} \rightarrow \mathbb{R}$. Then, $f(x)=0 \mu$-almost everywhere if and only if

$$
\begin{equation*}
\int_{\mathcal{X}} f(x) \mathrm{d} \mu(x)=0 . \tag{319}
\end{equation*}
$$

Definition H.4. [36, Definition 1.3.25] The measure space $(\mathcal{X}, \mathscr{S}(\mathcal{X}), \mu)$ is $\sigma$-finite if $\mathcal{X}=\bigcup_{i \in \mathbb{N}} \mathcal{A}_{i}$, with $\mathcal{A}_{i} \in \mathscr{S}(\mathcal{X})$ and $\mu\left(\mathcal{A}_{i}\right)<\infty$ for all $i \in \mathbb{N}$. The measure space is finite if $\mu(\mathcal{X})<\infty$. A Borel measure $\mu$ on a topological space $\mathcal{X}$ is $\sigma$-finite (respectively finite) if $(\mathcal{X}, \mathscr{B}(\mathcal{X}), \mu)$ is a $\sigma$-finite (respectively finite) measure space.

For example, all probability measures are finite and the Lebesgue measure is $\sigma$-finite. However, the $s$-dimensional Hausdorff measure with $s<m$ is not $\sigma$-finite.

Theorem H.1. (Fubini's theorem) [44, Theorem 10.9] Let $(\mathcal{X}, \mathscr{S}(\mathcal{X}), \mu)$ and $(\mathcal{Y}, \mathscr{S}(\mathcal{Y}), \nu)$ be $\sigma$-finite measure spaces and suppose that $f: \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$ is nonnegative and $(\mathscr{S}(\mathcal{X}) \otimes \mathscr{S}(\mathcal{Y}))$-measurable. Then,

$$
\begin{align*}
& \varphi(x)=\int_{\mathcal{Y}} f(x, y) \mathrm{d} \nu(y) \quad \text { is } \mathscr{S}(\mathcal{X}) \text {-measurable }  \tag{320}\\
& \psi(y)=\int_{\mathcal{X}} f(x, y) \mathrm{d} \mu(x) \quad \text { is } \mathscr{S}(\mathcal{Y}) \text {-measurable } \tag{321}
\end{align*}
$$

and

$$
\begin{align*}
\int_{\mathcal{X}} \varphi(x) \mathrm{d} \mu(x) & =\int_{\mathcal{X} \times \mathcal{Y}} f(x, y) \mathrm{d}(\mu \times \nu)(x \times y)  \tag{322}\\
& =\int_{\mathcal{Y}} \psi(y) \mathrm{d} \nu(y) . \tag{323}
\end{align*}
$$

Corollary H.1. Let $(\mathcal{X}, \mathscr{S}(\mathcal{X}), \mu)$ and $(\mathcal{Y}, \mathscr{S}(\mathcal{Y}), \nu)$ be $\sigma$-finite measure spaces and suppose that $\mathcal{A} \in$ $\mathscr{S}(\mathcal{X}) \otimes \mathscr{S}(\mathcal{Y})$. Then,

$$
\begin{align*}
\int_{\mathcal{X}} \nu(\{y:(x, y) \in \mathcal{A}\}) \mathrm{d} \mu(x) & =\int_{\mathcal{X} \times \mathcal{Y}} \mathbb{1}_{\mathcal{A}}(x, y) \mathrm{d}(\mu \times \nu)(x \times y)  \tag{324}\\
& =\int_{\mathcal{Y}} \mu(\{x:(x, y) \in \mathcal{A}\}) \mathrm{d} \nu(y) . \tag{325}
\end{align*}
$$

Proof. Follows from Theorem H. 1 with $f(x, y)=\mathbb{1}_{\mathcal{A}}(x, y)$, noting that

$$
\begin{align*}
& \int_{\mathcal{Y}} \mathbb{1}_{\mathcal{A}}(x, y) \mathrm{d} \nu(y)=\nu(\{y:(x, y) \in \mathcal{A}\})  \tag{326}\\
& \int_{\mathcal{X}} \mathbb{1}_{\mathcal{A}}(x, y) \mathrm{d} \mu(x)=\mu(\{x:(x, y) \in \mathcal{A}\}) \tag{327}
\end{align*}
$$

Lemma H.3. [45, Exercise 1.7.19] If $\mathcal{X}$ and $\mathcal{Y}$ are Euclidean spaces, then $\mathscr{B}(\mathcal{X} \times \mathcal{Y})=\mathscr{B}(\mathcal{X}) \otimes \mathscr{B}(\mathcal{Y})$.
Lemma H.4. [44, Corollary 2.10] Let $(\mathcal{X}, \mathscr{S}(\mathcal{X}))$ be a measurable space and suppose that $\left\{f_{i}\right\}_{i \in \mathbb{N}}$ is a sequence of $\mathscr{S}(\mathcal{X})$-measurable functions $f_{i}: \mathcal{X} \rightarrow \mathbb{R}$ converging pointwise to $f: \mathcal{X} \rightarrow \mathbb{R}$. Then, $f$ is $\mathscr{S}(\mathcal{X})$-measurable.

Lemma H.5. Let $\mathcal{X}$ and $\mathcal{Y}$ be Euclidean spaces and suppose that $f_{i}: \mathcal{X} \rightarrow \mathcal{Y}, i=1, \ldots, n$, are Borel measurable mappings. Then,

$$
\begin{align*}
f: \mathcal{X} & \rightarrow \tilde{\mathcal{Y}}=\underbrace{\mathcal{Y} \times \cdots \times \mathcal{Y}}_{n \text { times }}  \tag{328}\\
x & \mapsto\left(f_{1}(x), \ldots, f_{n}(x)\right) \tag{329}
\end{align*}
$$

is Borel measurable.
Proof. Lemma H. 3 implies $\mathscr{B}(\tilde{\mathcal{Y}})=\mathscr{B}(\mathcal{Y}) \otimes \cdots \otimes \mathscr{B}(\mathcal{Y})$. Thus, $\mathscr{B}(\tilde{\mathcal{Y}})$ is generated by sets $\mathcal{U}_{1} \times \cdots \times \mathcal{U}_{n}$, where $\mathcal{U}_{i} \in \mathscr{B}(\mathcal{Y})$ for $i=1, \ldots, n$. It is therefore sufficient (cf. Part iii) in Definition H.3) to show that $f^{-1}\left(\mathcal{U}_{1} \times \cdots \times \mathcal{U}_{n}\right) \in \mathscr{B}(\mathcal{X})$ for all $\mathcal{U}_{i} \in \mathscr{B}(\mathcal{X}), i=1, \ldots, n$. But $f^{-1}\left(\mathcal{U}_{1} \times \cdots \times \mathcal{U}_{n}\right)=$ $f_{1}^{-1}\left(\mathcal{U}_{1}\right) \cap \cdots \cap f_{n}^{-1}\left(\mathcal{U}_{n}\right) \in \mathscr{B}(\mathcal{X})$ for all $\mathcal{U}_{i} \in \mathscr{B}(\mathcal{Y}), i=1, \ldots, n$, as all the $f_{i}$ are Borel measurable.

Corollary H.2. Let $\mathcal{X}$ be a Euclidean space and suppose that $\left\{f_{i}\right\}_{i \in \mathbb{N}}$ is a sequence of Borel measurable mappings $f_{i}: \mathcal{X} \rightarrow \mathbb{R}^{n}$ converging pointwise to $f: \mathcal{X} \rightarrow \mathbb{R}^{n}$. Then, $f$ is Borel measurable.

Proof. We can write $f(x)=\left(f^{(1)}(x), \ldots, f^{(n)}(x)\right)^{\top}$, where $f^{(j)}: \mathcal{X} \rightarrow \mathbb{R}$ is Borel measurable for $j=$ $1, \ldots, n$, and $f_{i}(x)=\left(f_{i}^{(1)}(x), \ldots, f_{i}^{(n)}(x)\right)^{\top}$, where $f_{i}^{(j)}: \mathcal{X} \rightarrow \mathbb{R}$ is Borel measurable for $j=1, \ldots, n$ and all $i \in \mathbb{N}$. Then, for each $j=1, \ldots, n$, the sequence $\left(f_{i}^{(j)}\right)_{i \in \mathbb{N}}$ of Borel measurable functions
converges pointwise to $f^{(j)}$, which is Borel measurable thanks to Lemma H. 4 Finally, Lemma H. 5 implies that $f$ is Borel measurable as its individual components $f^{(1)}, \ldots, f^{(n)}$ are Borel measurable.

Lemma H.6. Let $\mathcal{X}$ and $\mathcal{Y}$ be topological spaces, $\mathcal{C} \in \mathscr{B}(\mathcal{X}), f: \mathcal{C} \rightarrow \mathcal{Y}$ Borel measurable, and $y_{0} \in \mathcal{Y} \backslash f(\mathcal{C})$. Consider $h: \mathcal{X} \rightarrow \mathcal{Y}$ with $\left.h\right|_{\mathcal{C}}=f$ and $\left.h\right|_{\mathcal{X} \backslash \mathcal{C}}=y_{0}$. Then, $h$ is Borel measurable.

Proof. We have to show that $h^{-1}(\mathcal{A}) \in \mathscr{B}(\mathcal{X})$ for all $\mathcal{A} \in \mathscr{B}(\mathcal{Y})$. Consider an arbitrary but fixed $\mathcal{A} \in \mathscr{B}(\mathcal{Y})$ and suppose first that $y_{0} \in \mathcal{A}$. Now, $\mathcal{A} \in \mathscr{B}(\mathcal{Y})$ and $\left\{y_{0}\right\} \in \mathscr{B}(\mathcal{Y})$ imply $\mathcal{A} \backslash\left\{y_{0}\right\} \in \mathscr{B}(\mathcal{Y})$. Therefore,

$$
\begin{align*}
h^{-1}(\mathcal{A}) & =h^{-1}\left(\mathcal{A} \backslash\left\{y_{0}\right\}\right) \cup h^{-1}\left(\left\{y_{0}\right\}\right)  \tag{330}\\
& =f^{-1}\left(\mathcal{A} \backslash\left\{y_{0}\right\}\right) \cup(\mathcal{X} \backslash \mathcal{C}) \in \mathscr{B}(\mathcal{X}) \tag{331}
\end{align*}
$$

because $f$ is Borel measurable, $\mathcal{A} \backslash\left\{y_{0}\right\} \in \mathscr{B}(\mathcal{Y})$, and $\mathcal{X} \backslash \mathcal{C} \in \mathscr{B}(\mathcal{X})$. If $y_{0} \notin \mathcal{A}$, then

$$
\begin{equation*}
h^{-1}(\mathcal{A})=f^{-1}(\mathcal{A}) \in \mathscr{B}(\mathcal{X}) \tag{332}
\end{equation*}
$$

as $f$ is Borel measurable and $\mathcal{A} \in \mathscr{B}(\mathcal{Y})$.
Lemma H.7. Let $\mu$ be a measure on $\mathbb{R}^{k}$ and consider $\mathcal{A} \subseteq \mathbb{R}^{k}$ with $\mu(\mathcal{A})>0$. Then, there exists a $z_{0} \in \mathcal{A}$ such that

$$
\begin{equation*}
\mu\left(\mathcal{B}_{k}\left(z_{0}, r\right) \cap \mathcal{A}\right)>0 \quad \text { for all } r>0 . \tag{333}
\end{equation*}
$$

Proof. Suppose, to the contrary, that such a $\boldsymbol{z}_{0}$ does not exist. Then, for every $\boldsymbol{z} \in \mathcal{A}$, there must exist a $r_{\boldsymbol{z}}>0$ such that $\mu\left(\mathcal{B}_{k}\left(\boldsymbol{z}, r_{\boldsymbol{z}}\right) \cap \mathcal{A}\right)=0$. With these $r_{\boldsymbol{z}}$, we write

$$
\begin{equation*}
\mathcal{A}=\bigcup_{\boldsymbol{z} \in \mathcal{A}}\left(\mathcal{B}_{k}\left(\boldsymbol{z}, r_{\boldsymbol{z}}\right) \cap \mathcal{A}\right) . \tag{334}
\end{equation*}
$$

It now follows from the Lindelöf property of $\mathbb{R}^{k}$ [42, Definition 5.6.19, Proposition 5.6.22] that there must exist a countable subset $\left\{\boldsymbol{z}_{i}: i \in \mathbb{N}\right\} \subseteq \mathcal{A}$ such that

$$
\begin{equation*}
\mathcal{A}=\bigcup_{i \in \mathbb{N}}\left(\mathcal{B}_{k}\left(\boldsymbol{z}_{i}, r_{\boldsymbol{z}_{i}}\right) \cap \mathcal{A}\right) . \tag{335}
\end{equation*}
$$

Since $\mu\left(\mathcal{B}_{k}\left(\boldsymbol{z}_{i}, r_{\boldsymbol{z}_{i}}\right) \cap \mathcal{A}\right)=0$ for all $i \in \mathbb{N}$, the countable subadditivity of $\mu$ implies

$$
\begin{align*}
\mu(\mathcal{A}) & \leq \sum_{i \in \mathbb{N}} \mu\left(\mathcal{B}_{k}\left(\boldsymbol{z}_{i}, r_{z_{i}}\right) \cap \mathcal{A}\right)  \tag{336}\\
& =0 \tag{337}
\end{align*}
$$

which contradicts the assumption $\mu(\mathcal{A})>0$ and thereby concludes the proof.

Lemma H.8. Let $(\mathcal{X}, \mathscr{B}(\mathcal{X}), \mu)$ be a $\sigma$-finite measure space and $\mathcal{B} \in \mathscr{B}(\mathcal{X})$. Then,

$$
\begin{equation*}
\mathcal{B}=\mathcal{N} \cup \mathcal{A} \tag{338}
\end{equation*}
$$

where $\mu(\mathcal{N})=0$ and $\mathcal{A}=\bigcup_{i \in \mathbb{N}} \mathcal{A}_{i}$ with $\mathcal{A}_{i} \subseteq \mathbb{R}^{m}$ compact for all $i \in \mathbb{N}$.
Proof. By [43, Proposition 1.43], we can find, for each $i \in \mathbb{N}$, a compact set $\mathcal{K}_{i}$ such that $\mathcal{K}_{i} \subseteq \mathcal{B}$ and $\mu\left(\mathcal{B} \backslash \mathcal{K}_{i}\right) \leq 1 / i$. For $j \in \mathbb{N}$, let $\mathcal{A}_{j}=\bigcup_{i=1}^{j} \mathcal{K}_{i}$. It follows that $\left\{\mathcal{A}_{j}\right\}_{j \in \mathbb{N}}$ is an increasing (in terms of $\subseteq$ ) sequence of compact sets $\mathcal{A}_{j} \subseteq \mathcal{B}$ satisfying $\mu(\mathcal{B})-\mu\left(\mathcal{A}_{j}\right)=\mu\left(\mathcal{B} \backslash \mathcal{A}_{j}\right) \leq 1 / j$ for all $j \in \mathbb{N}$. We set $\mathcal{A}=\bigcup_{j \in \mathbb{N}} \mathcal{A}_{j} \subseteq \mathcal{B}$. Thus, $\mu(\mathcal{A}) \leq \mu(\mathcal{B})$ by monotonicity of $\mu$. Now,

$$
\begin{align*}
\mu(\mathcal{A}) & =\lim _{j \rightarrow \infty} \mu\left(\mathcal{A}_{j}\right)  \tag{339}\\
& =\mu(\mathcal{B})-\lim _{j \rightarrow \infty} \mu\left(\mathcal{B} \backslash \mathcal{A}_{j}\right)  \tag{340}\\
& \geq \mu(\mathcal{B})-\lim _{j \rightarrow \infty} \frac{1}{j}  \tag{341}\\
& =\mu(\mathcal{B}), \tag{342}
\end{align*}
$$

where (339) follows from Lemma H.1. We conclude that $\mu(\mathcal{A})=\mu(\mathcal{B})$, which, together with $\mathcal{A} \subseteq \mathcal{B}$, yields 338.

Definition H.5. (Locally Lipschitz mapping) [46, Definition 3.118]
i) A mapping $f: \mathcal{U} \rightarrow \mathbb{R}^{l}$, where $\mathcal{U} \subseteq \mathbb{R}^{k}$, is Lipschitz if there exists a constant $L \geq 0$ such that

$$
\begin{equation*}
\|f(\boldsymbol{u})-f(\boldsymbol{v})\|_{2} \leq L\|\boldsymbol{u}-\boldsymbol{v}\|_{2} \quad \text { for all } \boldsymbol{u}, \boldsymbol{v} \in \mathcal{U} . \tag{343}
\end{equation*}
$$

The smallest constant $L$ for (343) to hold is the Lipschitz constant of $f$.
ii) A mapping $f: \mathbb{R}^{k} \rightarrow \mathbb{R}^{l}$ is locally Lipschitz if every $\boldsymbol{x} \in \mathbb{R}^{k}$ admits an open neighborhood $\mathcal{U}_{\boldsymbol{x}} \subseteq \mathbb{R}^{k}$ containing $\boldsymbol{x}$ such that $\left.f\right|_{\mathcal{U}_{x}}$ is Lipschitz.

The following result establishes a necessary and sufficient condition for a mapping to be locally Lipschitz. Since we could not find a proof for this statement in the literature, we present one here for completeness.

Lemma H.9. The mapping $f: \mathbb{R}^{k} \rightarrow \mathbb{R}^{l}$ is locally Lipschitz if and only if $\left.f\right|_{\mathcal{K}}$ is Lipschitz for all compact sets $\mathcal{K} \subseteq \mathbb{R}^{k}$.

Proof. , $\Rightarrow "$ : Suppose that $f: \mathbb{R}^{k} \rightarrow \mathbb{R}^{l}$ is locally Lipschitz and consider a compact set $\mathcal{K} \subseteq \mathbb{R}^{k}$. We have to show that $\left.f\right|_{\mathcal{K}}$ is Lipschitz. For every $\boldsymbol{x} \in \mathcal{K}$, by the local Lipschitz property of $f$, there exists an open neighborhood $\mathcal{U}_{\boldsymbol{x}}$ containing $\boldsymbol{x}$ such that $\left.f\right|_{\mathcal{U}_{\boldsymbol{x}}}$ is Lipschitz. As $\mathcal{K}$ is compact and $\mathcal{K} \subseteq \bigcup_{\boldsymbol{x} \in \mathcal{K}} \mathcal{U}_{\boldsymbol{x}}$,
there must exist $\mathcal{U}_{\boldsymbol{x}_{i}}$, denoted by $\mathcal{U}_{i}, i=1, \ldots, n$, such that $\mathcal{K} \subseteq \bigcup_{i=1}^{n} \mathcal{U}_{i}$. For $i=1, \ldots, n$, let $L_{i}$ denote the Lipschitz constant of $\left.f\right|_{\mathcal{U}_{i}}$. Now, as shown below, there exists a $\delta>0$ such that, for every $\boldsymbol{x}, \boldsymbol{y} \in \mathcal{K}$ with $\|\boldsymbol{x}-\boldsymbol{y}\|_{2}<\delta$, we can find a $\mathcal{U}_{i}$ in the finite subcover of $\mathcal{U}$ with $\boldsymbol{x}, \boldsymbol{y} \in \mathcal{U}_{i}$. With this $\delta$ we let

$$
\begin{equation*}
L=\max \left(L_{1}, \ldots, L_{n}, \frac{2 \Delta}{\delta}\right) \tag{344}
\end{equation*}
$$

where $\Delta:=\max _{\boldsymbol{x} \in \mathcal{K}} f(\boldsymbol{x})$. Consider an arbitrary pair $\boldsymbol{x}, \boldsymbol{y} \in \mathcal{K}$. If $\|\boldsymbol{x}-\boldsymbol{y}\|_{2}<\delta$, then this pair must be in the same $\mathcal{U}_{i}$, which implies $\|f(\boldsymbol{x})-f(\boldsymbol{y})\| \leq L_{i}\|\boldsymbol{x}-\boldsymbol{y}\| \leq L\|\boldsymbol{x}-\boldsymbol{y}\|$. If $\|\boldsymbol{x}-\boldsymbol{y}\|_{2} \geq \delta$, then $\|f(\boldsymbol{x})-f(\boldsymbol{y})\| \leq 2 \Delta=2 \Delta \delta / \delta \leq(2 \Delta / \delta)\|\boldsymbol{x}-\boldsymbol{y}\|_{2} \leq L\|\boldsymbol{x}-\boldsymbol{y}\|_{2}$. Thus, $\left.f\right|_{\mathcal{K}}$ is Lipschitz with Lipschitz constant $L$. It remains to establish the existence of a $\delta$ with the desired properties. Towards a contradiction, suppose that such a $\delta$ does not exist. This implies that, for every $m \in \mathbb{N}$, we can find a pair $\boldsymbol{x}_{m}, \boldsymbol{y}_{m} \in \mathcal{K}$ such that $\left\|\boldsymbol{x}_{m}-\boldsymbol{y}_{m}\right\|_{2}<1 / m$, but there is no $\mathcal{U}_{i}$ containing this pair. Since $\mathcal{K} \times \mathcal{K}$ is compact by Tychonoff's Theorem [41, Theorem 4.42], there exists a convergent subsequence $\left\{\boldsymbol{x}_{m_{j}}, \boldsymbol{y}_{m_{j}}\right\}_{j \in \mathbb{N}}$ of the sequence $\left\{\boldsymbol{x}_{m}, \boldsymbol{y}_{m}\right\}_{m \in \mathbb{N}}$ [39, Theorem 2.41]. Let $(\overline{\boldsymbol{x}}, \overline{\boldsymbol{y}})$ denote the limit point of this subsequence. Note that $\overline{\boldsymbol{x}}$ and $\overline{\boldsymbol{y}}$ can not be in the same $\mathcal{U}_{i}$, for if they were there would be an $M \in \mathbb{N}$ such that $\left(\boldsymbol{x}_{m_{j}}, \boldsymbol{y}_{m_{j}}\right) \in \mathcal{U}_{i} \times \mathcal{U}_{i}$ for all $j \geq M$, which is not possible as $\boldsymbol{x}_{m}$ and $\boldsymbol{y}_{m}$ are in different $\mathcal{U}_{i}$ 's for all $m \in \mathbb{N}$. But

$$
\begin{align*}
\overline{\boldsymbol{x}}-\overline{\boldsymbol{y}} & =\lim _{j \rightarrow \infty}\left(\boldsymbol{x}_{m_{j}}-\boldsymbol{y}_{m_{j}}\right)  \tag{345}\\
& =\mathbf{0}, \tag{346}
\end{align*}
$$

where the second equality follows from $\lim _{j \rightarrow \infty}\left\|\left(\boldsymbol{x}_{m_{j}}-\boldsymbol{y}_{m_{j}}\right)\right\|_{2}<\lim _{j \rightarrow \infty} 1 / m_{j}=0$ and continuity of $\|\cdot\|_{2}$. Thus, $\overline{\boldsymbol{x}}=\overline{\boldsymbol{y}}$, which is not possible as there is no $\mathcal{U}_{i}$ containing $\overline{\boldsymbol{x}}$ and $\overline{\boldsymbol{y}}$.
$" \Leftarrow ":$ Suppose that $\left.f\right|_{\mathcal{K}}$ is Lipschitz for all compact sets $\mathcal{K} \subseteq \mathbb{R}^{k}$. It is sufficient to show that $\left.f\right|_{\mathcal{B}_{k}(\boldsymbol{x}, 1)}$ is Lipschitz for every $\boldsymbol{x} \in \mathbb{R}^{k}$. As $\overline{\mathcal{B}_{k}(\boldsymbol{x}, 1)}$ is compact, $\left.f\right|_{\overline{\mathcal{B}_{k}(\boldsymbol{x}, \boldsymbol{x})}}$ is Lipschitz. The Lipschitz property of $\left.f\right|_{\mathcal{B}_{k}(\boldsymbol{x}, 1)}$ therefore follows immediately from $\mathcal{B}_{k}(\boldsymbol{x}, 1) \subseteq \overline{\mathcal{B}_{k}(\boldsymbol{x}, 1)}$.

Lemma H.10. If $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is locally Lipschitz and $\mathcal{K} \subseteq \mathbb{R}^{m}$ is compact, then $f(\mathcal{K})$ is compact.
Proof. Follows from continuity of $f$ and [47, Theorem 2-7.2].
We will need the following composition property of locally Lipschitz mappings.
Lemma H.11. If $f: \mathbb{R}^{k} \rightarrow \mathbb{R}^{m}$ and $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ are locally Lipschitz, then $h=g \circ f: \mathbb{R}^{k} \rightarrow \mathbb{R}^{n}$ is locally Lipschitz.

Proof. Suppose that $f: \mathbb{R}^{k} \rightarrow \mathbb{R}^{m}$ and $g: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ are both locally Lipschitz. To prove that $h=g \circ f$ is locally Lipschitz, by Lemma H.9, it is sufficient to show that $\left.h\right|_{\mathcal{K}}$ is Lipschitz for all compact sets
$\mathcal{K} \subseteq \mathbb{R}^{k}$. Let $\mathcal{K} \subseteq \mathbb{R}^{k}$ be an arbitrary but fixed compact set and note that $\mathcal{Q}=f(\mathcal{K})$ is compact owing to Lemma H.10. Thus, by Lemma H.9, $\left.f\right|_{\mathcal{K}}$ and $\left.g\right|_{\mathcal{Q}}$ are both Lipschitz with Lipschitz constants, say, $L$ and $M$, respectively. It follows that

$$
\begin{align*}
\|h(\boldsymbol{u})-h(\boldsymbol{v})\|_{2} & \leq M\|f(\boldsymbol{u})-f(\boldsymbol{v})\|_{2}  \tag{347}\\
& \leq L M\|\boldsymbol{u}-\boldsymbol{v}\|_{2} \tag{348}
\end{align*}
$$

for all $\boldsymbol{u}$ and $\boldsymbol{v}$ in $\mathcal{K}$, which implies that $\left.h\right|_{\mathcal{K}}$ is Lipschitz. As $\mathcal{K}$ was arbitrary, we conclude that $h$ is locally Lipschitz.

Definition H.6. (Differentiable mapping) [48, Definition 1.2] Let $\mathcal{U}$ be an open set in $\mathbb{R}^{m}$. A function $f: \mathcal{U} \rightarrow \mathbb{R}$ is
i) $C^{0}$ if it is continuous.
ii) $C^{r}$ with $r \in \mathbb{N}$ if, for all possible choices of $r_{1}, \ldots, r_{m} \in \mathbb{N}_{0}$ with $\sum_{i=1}^{k} r_{i}=r$, the partial derivatives

$$
\begin{equation*}
\frac{\partial^{r}}{\partial x_{1}^{r_{1}} \ldots \partial x_{m}^{r_{m}}} f(\boldsymbol{x}) \tag{349}
\end{equation*}
$$

exist and are continuous on $\mathcal{U}$.
iii) $C^{\infty}$ if it is $C^{r}$ for all $r \in \mathbb{N}$.

For $r \in \mathbb{N}_{0} \cup\{\infty\}$, a mapping $f: \mathcal{U} \rightarrow \mathbb{R}^{n}, \boldsymbol{x} \mapsto\left(f_{1}(\boldsymbol{x}) \ldots f_{n}(\boldsymbol{x})\right)^{\top}$ is $C^{r}$ if every component $f_{i}$, $i=1, \ldots, n$, is $C^{r}$.

It follows from the mean value theorem [49, Theorem 3.4] that $C^{1}$ mappings are locally Lipschitz. Conversely, by Rademacher's Theorem [36, Theorem. 5.1.11], every locally Lipschitz mapping $f: \mathbb{R}^{m} \rightarrow$ $\mathbb{R}^{n}$ has a $\mathscr{L}\left(\mathbb{R}^{m}\right)$-measurable (but not necessarily continuous) differential $D f$, which is defined $\lambda^{m}$-a.e.

Theorem H.2. (Sard's theorem) [50] Let $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}, \boldsymbol{x} \mapsto\left(f_{1}(\boldsymbol{x}) \ldots f_{n}(\boldsymbol{x})\right)^{\top}$ be $C^{r}$ and set $\mathcal{A}=$ $\{\boldsymbol{x}: J f(\boldsymbol{x})=0\}$. The following statements hold.
i) If $m \leq n$, then $\mathscr{H}^{m}(f(\mathcal{A}))=0$.
ii) If $m>n$ and $r \geq m-n+1$, then $\lambda^{n}(f(\mathcal{A}))=0$.

Next, we state two fundamental results from geometric measure theory that are used frequently in the paper, namely, the area and the coarea formula for locally Lipschitz mappings $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$.

Theorem H.3. (Area formula) [36, Theorem 5.1.1] If $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{m}\right), f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is Lipschitz, and $g: \mathcal{A} \rightarrow \mathbb{R}$ is nonnegative and Lebesgue measurable, and $m \leq n$, then

$$
\begin{equation*}
\int_{\mathcal{A}} J f(\boldsymbol{x}) \mathrm{d} \lambda^{m}(\boldsymbol{x})=\int_{\mathbb{R}^{n}} \operatorname{card}\left(\mathcal{A} \cap f^{-1}(\{\boldsymbol{y}\})\right) \mathrm{d} \mathscr{H}^{m}(\boldsymbol{y}) . \tag{350}
\end{equation*}
$$

Corollary H.3. (Area formula) If $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{m}\right), f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is locally Lipschitz and one-to-one on $\mathcal{A}$, and $m \leq n$, then

$$
\begin{equation*}
\int_{\mathcal{A}} J f(\boldsymbol{x}) \mathrm{d} \lambda^{m}(\boldsymbol{x})=\mathscr{H}^{m}(f(\mathcal{A})) . \tag{351}
\end{equation*}
$$

Proof. For $i \in \mathbb{N}$, let $g_{i}=\mathbb{1}_{\mathcal{B}_{m}(\mathbf{0}, i)}$. It follows that

$$
\begin{align*}
\int_{\mathcal{A}} J f(\boldsymbol{x}) \mathrm{d} \lambda^{m}(\boldsymbol{x}) & =\lim _{i \rightarrow \infty} \int_{\mathcal{A}} g_{i}(\boldsymbol{x}) J f(\boldsymbol{x}) \mathrm{d} \lambda^{m}(\boldsymbol{x})  \tag{352}\\
& =\lim _{i \rightarrow \infty} \int_{\mathcal{A}} J\left(\left.f\right|_{\mathcal{B}_{m}(\mathbf{0}, i)}\right)(\boldsymbol{x}) \mathrm{d} \lambda^{m}(\boldsymbol{x})  \tag{353}\\
& =\lim _{i \rightarrow \infty} \int_{\mathbb{R}^{n}} \operatorname{card}\left(\left.\mathcal{A} \cap f\right|_{\mathcal{B}_{m}(\mathbf{0}, i)} ^{-1}(\{\boldsymbol{y}\})\right) \mathrm{d} \mathscr{H}^{m}(\boldsymbol{y})  \tag{354}\\
& =\lim _{i \rightarrow \infty} \mathscr{H}^{m}\left(f\left(\mathcal{A} \cap \mathcal{B}_{m}(\mathbf{0}, i)\right)\right)  \tag{355}\\
& =\mathscr{H}^{m}\left(\bigcup_{i \in \mathbb{N}} f\left(\mathcal{A} \cap \mathcal{B}_{m}(\mathbf{0}, i)\right)\right)  \tag{356}\\
& =\mathscr{H}^{m}(f(\mathcal{A})), \tag{357}
\end{align*}
$$

where (352) is by the Lebesgue Monotone Convergence Theorem [44, Theorem 4.6] upon noting that $\left(g_{i}\right)_{i \in \mathbb{N}}$ is an increasing sequence of nonnegative Borel measurable functions converging to $\mathbb{1}_{\mathbb{R}^{m}}$, in (354) we applied Theorem H. 3 to $\left.f\right|_{\mathcal{B}_{m}(\mathbf{0}, i)}$, which is Lipschitz by Lemma H. 9 as $\mathcal{B}_{m}(\mathbf{0}, i) \subseteq \overline{\mathcal{B}_{m}(\mathbf{0}, i)}$ and $\overline{\mathcal{B}_{m}(\mathbf{0}, i)}$ is compact for all $i \in \mathbb{N}$, in (355) we used that $f$ is one-to-one, by assumption, which implies

$$
\operatorname{card}\left(\left.\mathcal{A} \cap f\right|_{\mathcal{B}_{m}(\mathbf{0}, i)} ^{-1}(\{\boldsymbol{y}\})\right)= \begin{cases}1 & \text { if } \boldsymbol{y} \in f\left(\mathcal{A} \cap \mathcal{B}_{m}(\mathbf{0}, i)\right)  \tag{358}\\ 0 & \text { else }\end{cases}
$$

and (356) is by Property ii) in Lemma H.1.
Theorem H.4. (Coarea formula) [36, Theorem 5.2.1] If $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is Lipschitz, $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$, and $m \geq n$, then

$$
\begin{equation*}
\int_{\mathcal{A}} J f(\boldsymbol{x}) \mathrm{d} \lambda^{m}(\boldsymbol{x})=\int_{\mathbb{R}^{n}} \mathscr{H}^{m-n}\left(\mathcal{A} \cap f^{-1}(\{\boldsymbol{y}\})\right) \mathrm{d} \lambda^{n}(\boldsymbol{y}) . \tag{359}
\end{equation*}
$$

Corollary H.4. (Coarea formula) If $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is locally Lipschitz, $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$, and $m \geq n$, then

$$
\begin{equation*}
\int_{\mathcal{A}} J f(\boldsymbol{x}) \mathrm{d} \lambda^{m}(\boldsymbol{x})=\int_{\mathbb{R}^{n}} \mathscr{H}^{m-n}\left(\mathcal{A} \cap f^{-1}(\{\boldsymbol{y}\})\right) \mathrm{d} \lambda^{n}(\boldsymbol{y}) \tag{360}
\end{equation*}
$$

Proof. We have

$$
\begin{align*}
\int_{\mathcal{A}} J f(\boldsymbol{x}) \mathrm{d} \lambda^{m}(\boldsymbol{x}) & =\lim _{i \rightarrow \infty} \int_{\mathcal{A}} J\left(\left.f\right|_{\mathcal{B}_{m}(\mathbf{0}, i)}\right)(\boldsymbol{x}) \mathrm{d} \lambda^{m}(\boldsymbol{x})  \tag{361}\\
& =\lim _{i \rightarrow \infty} \int_{\mathbb{R}^{n}} \mathscr{H}^{m-n}\left(\left.\mathcal{A} \cap f\right|_{\mathcal{B}_{m}(\mathbf{0}, i)} ^{-1}(\{\boldsymbol{y}\})\right) \mathrm{d} \lambda^{n}(\boldsymbol{y})  \tag{362}\\
& =\int_{\mathbb{R}^{n}} \mathscr{H}^{m-n}\left(\left.\bigcup_{i \in \mathbb{N}} \mathcal{A} \cap f\right|_{\mathcal{B}_{m}(\mathbf{0}, i)} ^{-1}(\{\boldsymbol{y}\})\right) \mathrm{d} \lambda^{n}(\boldsymbol{y})  \tag{363}\\
& =\int_{\mathbb{R}^{n}} \mathscr{H}^{m-n}\left(\mathcal{A} \cap f^{-1}(\{\boldsymbol{y}\})\right) \mathrm{d} \lambda^{n}(\boldsymbol{y}), \tag{364}
\end{align*}
$$

where (361) follows from (352)-(353), in (362) we applied Theorem H. 4 to $\left.f\right|_{\mathcal{B}_{m}(0, i)}$, which is Lipschitz by Lemma H. 9 as $\mathcal{B}_{m}(\mathbf{0}, i) \subseteq \overline{\mathcal{B}_{m}(\mathbf{0}, i)}$ and $\overline{\mathcal{B}_{m}(\mathbf{0}, i)}$ is compact for all $i \in \mathbb{N}$, and (363) is by the Lebesgue Monotone Convergence Theorem [44, Theorem 4.6] upon noting that, for every $i \in \mathbb{N}$, the function

$$
\begin{align*}
g_{i}: \mathbb{R}^{n} & \rightarrow \mathbb{R}  \tag{365}\\
\boldsymbol{y} & \mapsto \mathscr{H}^{m-n}\left(\left.\mathcal{A} \cap f\right|_{\mathcal{B}_{m}(\mathbf{0}, i)} ^{-1}(\{\boldsymbol{y}\})\right) \tag{366}
\end{align*}
$$

is Lebesgue measurable [36, Lemma 5.2.5] and, therefore, $\left(g_{i}\right)_{i \in \mathbb{N}}$ is a sequence of nonnegative increasing Lebesgue measurable functions, with

$$
\begin{equation*}
\lim _{i \rightarrow \infty} g_{i}(\boldsymbol{y})=\mathscr{H}^{m-n}\left(\left.\bigcup_{i \in \mathbb{N}} \mathcal{A} \cap f\right|_{\mathcal{B}_{m}(\mathbf{0}, i)} ^{-1}(\{\boldsymbol{y}\})\right) \quad \text { for all } \boldsymbol{y} \in \mathbb{R}^{n} \tag{367}
\end{equation*}
$$

by Property (ii) in Lemma H.1.
Lemma H.12. Main properties of modified Minkowski dimension:
i) A smooth $s$-dimensional submanifold $\mathcal{U}$ of $\mathbb{R}^{m}$ has $\operatorname{dim}_{\mathrm{MB}}(\mathcal{U})=s$.
ii) $\underline{\operatorname{dim}}_{\mathrm{MB}}(\cdot)$ and $\overline{\operatorname{dim}}_{\mathrm{MB}}(\cdot)$ are monotonic with respect to $\subseteq$.
iii) $\operatorname{dim}_{\mathrm{MB}}(\mathcal{U}) \leq \operatorname{dim}_{\mathrm{B}}(\mathcal{U})$ and $\overline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U}) \leq \overline{\operatorname{dim}}_{\mathrm{B}}(\mathcal{U})$ for all nonempty sets $\mathcal{U}$.
iv) If $f$ is locally Lipschitz, then

$$
\begin{align*}
& \overline{\operatorname{dim}}_{\mathrm{MB}}(f(\mathcal{U})) \leq \overline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U})  \tag{368}\\
& \underline{\operatorname{dim}}_{\mathrm{MB}}(f(\mathcal{U})) \leq \underline{\operatorname{dim}}_{\mathrm{MB}}(\mathcal{U}) \tag{369}
\end{align*}
$$

for all nonempty subsets $\mathcal{U}$ in the domain of $f$.
v) $\overline{\operatorname{dim}}_{\mathrm{MB}}$ is countably stable, i.e.,

$$
\begin{equation*}
\overline{\operatorname{dim}}_{\mathrm{MB}}\left(\bigcup_{i \in \mathbb{N}} \mathcal{U}_{i}\right)=\sup _{i \in \mathbb{N}} \overline{\operatorname{dim}}_{\mathrm{MB}}\left(\mathcal{U}_{i}\right) \tag{370}
\end{equation*}
$$

for all countable collections of nonempty sets $\mathcal{U}_{i}, i \in \mathbb{N}$.


Figure 4. (32 Figure 2.3]) Graph of $\mathscr{H}^{d}(\mathcal{U})$ as a function of $d \in[0, m]$ for a set $\mathcal{U} \subseteq \mathbb{R}^{m}$.

Proof. Properties i) fiv) follow from the definitions of lower and upper modified Minkowski dimension and the properties of lower and upper Minkowski dimension listed in [32, Section 3.2]. Property v) follows from [32, Equation 3.26] and [32, Proposition 3.8].

Definition H.7. (Hausdorff measures) [43, Definition 2.46] Let $d \in[0, \infty)$ and $\mathcal{U} \subseteq \mathbb{R}^{m}$. The $d$ dimensional Hausdorff measure of $\mathcal{U}$, denoted by $\mathscr{H}^{d}(\mathcal{U})$, is $\lim _{\delta \rightarrow 0} \mathscr{H}_{\delta}^{d}(\mathcal{U})$, where

$$
\begin{equation*}
\mathscr{H}_{\delta}^{d}(\mathcal{U})=\frac{V(d, 1)}{2^{d}} \inf \left\{\sum_{i \in \mathbb{N}} \operatorname{diam}\left(\mathcal{U}_{i}\right)^{d}: \operatorname{diam}\left(\mathcal{U}_{i}\right)<\delta, \mathcal{U} \subseteq \bigcup_{i \in \mathbb{N}} \mathcal{U}_{i}\right\} \tag{371}
\end{equation*}
$$

for all $\delta>0$, with

$$
\operatorname{diam}(\mathcal{U}):= \begin{cases}\sup \left\{\|\boldsymbol{u}-\boldsymbol{v}\|_{2}: \boldsymbol{u}, \boldsymbol{v} \in \mathcal{U}\right\} & \text { if } \mathcal{U} \neq \emptyset  \tag{372}\\ 0 & \text { if } \mathcal{U}=\emptyset\end{cases}
$$

Definition H.8. (Hausdorff dimension) [43, Definition 2.51] The Hausdorff dimension of $\mathcal{U} \subseteq \mathbb{R}^{m}$, denoted by $\operatorname{dim}_{\mathrm{H}}(\mathcal{U})$, is $\sup \left\{d \geq 0: \mathscr{H}^{d}(\mathcal{U})=\infty\right\}=\inf \left\{d \geq 0: \mathscr{H}^{d}(\mathcal{U})=0\right\}$, i.e., $\operatorname{dim}_{\mathrm{H}}(\mathcal{U})$ is the value of $d$ for which the sharp transition from $\infty$ to 0 in Figure 4 occurs.

Lemma H.13. Main properties of Hausdorff measures:
i) If $a>b \geq 0$, then $\mathscr{H}^{a}(\mathcal{E})>0$ implies $\mathscr{H}^{b}(\mathcal{E})=\infty$ for all $\mathcal{E} \subseteq \mathbb{R}^{m}$ (cf. Fig. (4).
ii) If $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is Lipschitz with Lipschitz constant $L$, then

$$
\begin{equation*}
\mathscr{H}^{d}(f(\mathcal{E})) \leq L^{d} \mathscr{H}^{d}(\mathcal{E}) \quad \text { for all } \mathcal{E} \subseteq \mathbb{R}^{m} . \tag{373}
\end{equation*}
$$

iii) $\mathscr{H}^{m}(\mathcal{E})=\lambda^{m}(\mathcal{E})$ for all $\mathcal{E} \in \mathscr{B}\left(\mathbb{R}^{m}\right)$.

Proof. See [43, Proposition 2.49] and [43, Theorem 2.53].

Lemma H.14. Let $x_{i}>0$ for all $i \in \mathcal{I}$ and set

$$
\begin{equation*}
M=\sup _{\mathcal{J} \subseteq \mathcal{I}:|\mathcal{J}|<\infty} \sum_{i \in \mathcal{J}} x_{i} . \tag{374}
\end{equation*}
$$

If $M<\infty$, then $\mathcal{I}$ is at most countable.
Proof. Suppose that $M$ is finite. For every $k \in \mathbb{N}_{0}$, set $I_{k}=\left\{i \in \mathcal{I}: 1 /(k+1) \leq x_{i}<1 / k\right\}$ and

$$
\begin{equation*}
M_{k}=\sup _{\mathcal{J} \subseteq \mathcal{I}_{k}:|\mathcal{J}|<\infty} \sum_{i \in \mathcal{J}} x_{i} . \tag{375}
\end{equation*}
$$

Since $M<\infty$ and $M_{k} \leq M$, we must have $M_{k}<\infty$ for all $k \in \mathbb{N}_{0}$. But for every $k \in \mathbb{N}_{0}$, by the definition of $\mathcal{I}_{k}, M_{k}$ can only be finite if $\left|\mathcal{I}_{k}\right|<\infty$. Thus, $\left|\mathcal{I}_{k}\right|<\infty$ for all $k \in \mathbb{N}_{0}$. Since $\mathcal{I}=\bigcup_{k \in \mathbb{N}} \mathcal{I}_{k}$, we conclude that $\mathcal{I}$ is at most countable.

## Appendix I

## Properties of Set-Valued Mappings

A set-valued mapping $\Phi: \mathcal{T} \rightarrow 2^{\mathbb{R}^{m}}$ associates to each $x \in \mathcal{T}$ a set $\Phi(x) \subseteq \mathbb{R}^{m}$. Many properties of ordinary mappings such as, e.g., measurability, can be extended to set-valued mappings. In this appendix, we first briefly review properties of set-valued mappings and then state a result for set-valued mappings needed in the existence proof of a measurable decoder in Section V-A.

Definition I.1. (Closed-valuedness of set-valued mappings) [51, Section 5] A set-valued mapping $\Phi: \mathcal{T} \rightarrow$ $2^{\mathbb{R}^{m}}$ is closed-valued if, for every $t \in \mathcal{T}$, the set $\Phi(t)$ is closed.

Definition I.2. (Inverse image of a set-valued mapping) [51, Section 14] For a set-valued mapping $\Phi: \mathcal{T} \rightarrow 2^{\mathbb{R}^{m}}$, the inverse image $\Phi^{-1}(\mathcal{A})$ of $\mathcal{A} \subseteq \mathbb{R}^{m}$ is

$$
\begin{equation*}
\Phi^{-1}(\mathcal{A})=\{t \in \mathcal{T}: \Phi(t) \cap \mathcal{A} \neq \emptyset\} . \tag{376}
\end{equation*}
$$

Definition I.3. (Measurable set-valued mapping) [51, Section 14] Let $(\mathcal{T}, \mathscr{S}(\mathcal{T}))$ be a measurable space. A set-valued mapping $\Phi: \mathcal{T} \rightarrow 2^{\mathbb{R}^{m}}$ is $\mathscr{S}(\mathcal{T})$-measurable if, for every open set $\mathcal{O} \subseteq \mathbb{R}^{m}$, the inverse image $\Phi^{-1}(\mathcal{O}) \in \mathscr{S}(\mathcal{T})$.

Lemma I.1. [51, Theorem 14.3] Let $(\mathcal{T}, \mathscr{S}(\mathcal{T}))$ be a measurable space and $\Phi: \mathcal{T} \rightarrow 2^{\mathbb{R}^{m}}$ closed-valued. Then, $\Phi$ is $\mathscr{S}(\mathcal{T})$-measurable if and only if $\Phi^{-1}(\mathcal{K}) \in \mathscr{S}(\mathcal{T})$ for all compact sets $\mathcal{K} \subseteq \mathbb{R}^{m}$.

Lemma I.2. [51, Corollary 14.6] Let $(\mathcal{T}, \mathscr{S}(\mathcal{T}))$ be a measurable space and $\Phi: \mathcal{T} \rightarrow 2^{\mathbb{R}^{m}}$ a $\mathscr{S}(\mathcal{T})$ measurable closed-valued mapping. Then, there exists a $\mathscr{S}(\mathcal{T})$-measurable mapping $f: \Phi^{-1}\left(\mathbb{R}^{m}\right) \rightarrow \mathbb{R}^{m}$ such that $f(t) \in \Phi(t)$ for all $t \in \Phi^{-1}\left(\mathbb{R}^{m}\right)$.

Definition I.4. (Normal integrand) [51, Definition 14.27] Let $(\mathcal{T}, \mathscr{S}(\mathcal{T}))$ be a measurable space. An extended real-valued function $f: \mathcal{T} \times \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\} \cup\{-\infty\}$ is a normal integrand with respect to $\mathscr{S}(\mathcal{T})$ if its epigraphical mapping

$$
\begin{align*}
S_{f}: \mathcal{T} & \rightarrow 2^{\mathbb{R}^{m} \times \mathbb{R}}  \tag{377}\\
t & \mapsto\left\{(\boldsymbol{x}, \alpha) \in \mathbb{R}^{m} \times \mathbb{R}: f(t, \boldsymbol{x}) \leq \alpha\right\} \tag{378}
\end{align*}
$$

is closed-valued and $\mathscr{S}(\mathcal{T})$-measurable.

Lemma I.3. [51, Example 14.31] Let $\mathcal{T}=\mathbb{R}^{n \times m} \times \mathbb{R}^{n}$ and suppose that $f: \mathcal{T} \times \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\} \cup\{-\infty\}$ is continuous. Then, $f$ is a normal integrand with respect to $\mathscr{B}(\mathcal{T})$.

Lemma I.4. [51, Proposition 14.33] Let $(\mathcal{T}, \mathscr{S}(\mathcal{T}))$ be a measurable space. An extended real-valued function $f: \mathcal{T} \times \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\} \cup\{-\infty\}$ is a normal integrand with respect to $\mathscr{S}(\mathcal{T})$ if and only if, for every $\alpha \in \mathbb{R} \cup\{\infty\} \cup\{-\infty\}$, the level-set mapping

$$
\begin{align*}
L_{\alpha}: \mathcal{T} & \rightarrow 2^{\mathbb{R}^{m}}  \tag{379}\\
t & \mapsto\left\{\boldsymbol{x} \in \mathbb{R}^{m}: f(t, \boldsymbol{x}) \leq \alpha\right\} \tag{380}
\end{align*}
$$

is $\mathscr{S}(\mathcal{T})$-measurable and closed-valued.

We can now state the result on set-valued mappings needed to prove the existence of a measurable decoder in Section V-A.

Lemma I.5. Let $(\mathcal{T}, \mathscr{S}(\mathcal{T}))$ be a measurable space, $\alpha \in \mathbb{R}$, and $f: \mathcal{T} \times \mathbb{R}^{m} \rightarrow \mathbb{R} \cup\{\infty\} \cup\{-\infty\}$. Suppose that $f$ is a normal integrand with respect to $\mathscr{S}(\mathcal{T})$ and $\mathcal{K} \subseteq \mathbb{R}^{m}$ is compact and nonempty. Then, the following properties hold.
i) The set-valued mapping

$$
\begin{align*}
P_{\mathcal{K}}: \mathcal{T} & \rightarrow 2^{\mathbb{R}^{m}}  \tag{381}\\
t & \mapsto\{\boldsymbol{x} \in \mathcal{K}: f(t, \boldsymbol{x}) \leq \alpha\} \tag{382}
\end{align*}
$$

is $\mathscr{S}(\mathcal{T})$-measurable and closed-valued.
ii) $P_{\mathcal{K}}^{-1}\left(\mathbb{R}^{m}\right)=\{t \in \mathcal{T}: \exists \boldsymbol{x} \in \mathcal{K}$ with $f(t, \boldsymbol{x}) \leq \alpha\} \in \mathscr{S}(\mathcal{T})$.
iii) There exists a $\mathscr{S}(\mathcal{T})$-measurable mapping

$$
\begin{align*}
p_{\mathcal{K}}: P_{\mathcal{K}}^{-1}\left(\mathbb{R}^{m}\right) & \rightarrow \mathbb{R}^{m}  \tag{383}\\
t & \mapsto p_{\mathcal{K}}(t) \in P_{\mathcal{K}}(t) . \tag{384}
\end{align*}
$$

Proof. We start with the proof of i). For each $t \in \mathcal{T}$, we can write $P_{\mathcal{K}}(t)=L_{\alpha}(t) \cap \mathcal{K}$, where $L_{\alpha}$ is the $\mathscr{S}(\mathcal{T})$-measurable closed-valued level-set mapping from Lemma I.4. Since $L_{\alpha}$ is closed-valued and the intersection of a closed set with a compact set is closed, $P_{\mathcal{K}}$ is closed-valued. To prove that $P_{\mathcal{K}}$ is $\mathscr{S}(\mathcal{T})$-measurable it suffices, thanks to Lemma I.1, to show that $P_{\mathcal{K}}^{-1}(\mathcal{A}) \in \mathscr{S}(\mathcal{T})$ for all compact sets $\mathcal{A} \subseteq \mathbb{R}^{m}$. To this end, let $\mathcal{A} \subseteq \mathbb{R}^{m}$ be an arbitrary but fixed compact set. Since the intersection of two compact sets is compact it follows that $\mathcal{K} \cap \mathcal{A}$ is compact. As $L_{\alpha}$ is $\mathscr{S}(\mathcal{T})$-measurable and $\mathcal{K} \cap \mathcal{A}$ is compact, $L_{\alpha}^{-1}(\mathcal{K} \cap \mathcal{A}) \in \mathscr{S}(\mathcal{T})$ by Lemma I.1. Therefore, as $L_{\alpha}^{-1}(\mathcal{K} \cap \mathcal{A})=P_{\mathcal{K}}^{-1}(\mathcal{A})$, we can conclude that $P_{\mathcal{K}}^{-1}(\mathcal{A}) \in \mathscr{S}(\mathcal{T})$. Since $\mathcal{A}$ was arbitrary, this proves i). Now, $\mathscr{S}(\mathcal{T})$-measurability of $P_{\mathcal{K}}$ implies $P_{\mathcal{K}}^{-1}\left(\mathbb{R}^{m}\right) \in \mathscr{S}(\mathcal{T})$, and thereby ii) Finally, the existence of the $\mathscr{S}(\mathcal{T})$-measurable mapping $p_{\mathcal{K}}$ in iii) follows from i) and Lemma I. 2 .

## Appendix J

## Properties of Sequences of Functions in Several Variables

In this appendix, we summarize properties of sequences of functions in several variables needed in the proof of Theorem III.2. We start with a result that establishes a sufficient condition for uniform convergence.

Theorem J.1. (Weierstrass $M$-test) [39, Theorem 7.10] Consider a sequence $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ of functions $f_{n}: \mathbb{R}^{k} \rightarrow \mathbb{R}$ and suppose that there exists a sequence $\left\{M_{n}\right\}_{n \in \mathbb{N}}$ of nonnegative real numbers $M_{n}$ such that

$$
\begin{equation*}
\left|f_{n}(\boldsymbol{x})\right| \leq M_{n} \quad \text { for all } \boldsymbol{x} \in \mathbb{R}^{k} \text { and } n \in \mathbb{N} \tag{385}
\end{equation*}
$$

and $\sum_{n \in \mathbb{N}} M_{n}<\infty$. Then, the sequence $\left\{s_{n}\right\}_{n \in \mathbb{N}}$ of partial sums

$$
\begin{equation*}
s_{n}=\sum_{i=1}^{n} f_{i} \tag{386}
\end{equation*}
$$

converges uniformly to a function $f: \mathbb{R}^{k} \rightarrow \mathbb{R}$.
Next, we state a result that allows us to interchange the order of summation and differentiation for certain sequences of differentiable functions. We start with the corresponding statement for differentiable functions in one variable.

Theorem J.2. [39, Theorem 7.17] Consider a sequence $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ of functions $f_{n}: \mathbb{R} \rightarrow \mathbb{R}$, each of which is differentiable on the closed interval $[a, b] \subseteq \mathbb{R}$, such that $\lim _{n \rightarrow \infty} f_{n}\left(x_{0}\right)$ exists and is finite for
at least one $x_{0} \in[a, b]$. Let $f_{n}^{\prime}$ denote the derivative of $f_{n}, n \in \mathbb{N}$. If $\left\{f_{n}^{\prime}\right\}_{n \in \mathbb{N}}$ converges uniformly on $[a, b]$, then $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ converges uniformly on $[a, b]$ to a function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\frac{\mathrm{d} f(x)}{\mathrm{d} x}=\lim _{n \rightarrow \infty} f_{n}^{\prime}(x) \quad \text { for all } x \in[a, b] \tag{387}
\end{equation*}
$$

Corollary J.1. Consider a sequence $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ of functions $f_{n}: \mathbb{R}^{k} \rightarrow \mathbb{R}$ converging uniformly to $f: \mathbb{R}^{k} \rightarrow$ $\mathbb{R}$. Suppose that there exists an $i \in\{1, \ldots, k\}$ such that the partial derivatives $\partial f_{n}(\boldsymbol{x}) / \partial x_{i}$, denoted by $f_{n}^{\prime}(\boldsymbol{x})$, exist and are finite for all $\boldsymbol{x} \in \mathbb{R}^{k}$ and $n \in \mathbb{N}$. If the sequence $\left\{f_{n}^{\prime}\right\}_{n \in \mathbb{N}}$ converges uniformly, then

$$
\begin{equation*}
\frac{\partial f(\boldsymbol{x})}{\partial x_{i}}=\lim _{n \rightarrow \infty} f_{n}^{\prime}(\boldsymbol{x}) \quad \text { for all } \boldsymbol{x} \in \mathbb{R}^{k} \tag{388}
\end{equation*}
$$

Proof. Suppose that the sequence $\left\{f_{n}^{\prime}\right\}_{n \in \mathbb{N}}$ converges uniformly. Let $\boldsymbol{x}=\left(x_{1} \ldots x_{k}\right)^{\top} \in \mathbb{R}^{k}$ be arbitrary but fixed and denote by $\left\{g_{n}\right\}_{n \in \mathbb{N}}$ the sequence of functions $g_{n}(t)=f_{n}\left(\left(x_{1} \ldots x_{i-1} t x_{i+1} \ldots x_{k}\right)^{\top}\right)$. Since $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ converges uniformly to $f$ by assumption, and $g_{n}\left(x_{i}\right)=f_{n}(\boldsymbol{x})$ for all $n \in \mathbb{N}$, it follows that

$$
\begin{align*}
\lim _{n \rightarrow \infty} g_{n}\left(x_{i}\right) & =\lim _{n \rightarrow \infty} f_{n}(\boldsymbol{x})  \tag{389}\\
& =f(\boldsymbol{x}) \tag{390}
\end{align*}
$$

For each $n \in \mathbb{N}$, let $g_{n}^{\prime}$ denote the derivative of $g_{n}$. Since $\left\{f_{n}^{\prime}\right\}_{n \in \mathbb{N}}$ converges uniformly, so does $\left\{g_{n}^{\prime}\right\}_{n \in \mathbb{N}}$. In particular, $\left\{g_{n}^{\prime}\right\}_{n \in \mathbb{N}}$ converges uniformly on a closed interval $[a, b] \subseteq \mathbb{R}$ containing $x_{i}$. Therefore, Theorem J. 2 implies that $\left\{g_{n}\right\}_{n \in \mathbb{N}}$ converges uniformly on $[a, b]$ to a function $g: \mathbb{R} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\frac{\mathrm{d} g(t)}{\mathrm{d} t}=\lim _{n \rightarrow \infty} g_{n}^{\prime}(t) \quad \text { for all } t \in[a, b] \tag{391}
\end{equation*}
$$

But $g\left(x_{i}\right)=f(\boldsymbol{x})$ and $g_{n}^{\prime}\left(x_{i}\right)=f_{n}^{\prime}(\boldsymbol{x})$ for all $n \in \mathbb{N}$, which implies $\partial f(\boldsymbol{x}) / \partial x_{i}=\lim _{n \rightarrow \infty} f_{n}^{\prime}(\boldsymbol{x})$. As $\boldsymbol{x}$ was arbitrary, this finishes the proof.

## Appendix K

## Properties of Real Analytic Mappings and Consequences Thereof

In this appendix, we review material on real analytic mappings our strong converse established in Sections IV and VII is based on. We start with the definition of a real analytic mapping.

Definition K.1. (Real analytic mapping) [52, Definition 2.2.1] Let $\mathcal{U}$ be an open set in $\mathbb{R}^{m}$.
i) A function $f: \mathcal{U} \rightarrow \mathbb{R}$ is real analytic on $\mathcal{U}$ if, for each $\boldsymbol{x} \in \mathcal{U}$, $f$ may be represented by a convergent power series in some open neighborhood of $\boldsymbol{x}$; if $\mathcal{U}=\mathbb{R}^{m}$, then $f$ is real analytic.
ii) A mapping $f: \mathcal{U} \rightarrow \mathbb{R}^{n}, \boldsymbol{x} \mapsto\left(f_{1}(\boldsymbol{x}) \ldots f_{n}(\boldsymbol{x})\right)^{\top}$ is real analytic on $\mathcal{U}$ if every component $f_{i}$, $i=1, \ldots, n$, is real analytic on $\mathcal{U}$; if $\mathcal{U}=\mathbb{R}^{m}$, then $f$ is real analytic.

Lemma K.1. [52, Corollary 1.2.4] If a power series

$$
\begin{equation*}
f(x)=\sum_{j=0}^{\infty} a_{j}(x-\alpha)^{j} \tag{392}
\end{equation*}
$$

converges on an open interval $\mathcal{I} \subseteq \mathbb{R}$, then $f$ is real analytic on $\mathcal{I}$.
Lemma K.2. [52, Proposition 2.2.2] Let $\mathcal{U}$ and $\mathcal{V}$ be open sets in $\mathbb{R}^{m}$. If $f: \mathcal{U} \rightarrow \mathbb{R}$ is real analytic on $\mathcal{U}$ and $g: \mathcal{V} \rightarrow \mathbb{R}$ is real analytic on $\mathcal{V}$, then $f+g$ and $f \cdot g$ are both real analytic on $\mathcal{U} \cap \mathcal{V}$. Furthermore, if $g(\boldsymbol{x}) \neq 0$ for all $\boldsymbol{x} \in \mathcal{U} \cap \mathcal{V}$, then $f / g$ is real analytic on $\mathcal{U} \cap \mathcal{V}$.

Corollary K.1. All polynomials on $\mathbb{R}^{m}$ are real analytic.
Lemma K.3. [52, Proposition 2.2.3] Let $\mathcal{U}$ be an open set in $\mathbb{R}^{m}$ and suppose that $f: \mathcal{U} \rightarrow \mathbb{R}$ is real analytic on $\mathcal{U}$. Then, the partial derivatives-of arbitrary order-of $f$ are real analytic on $\mathcal{U}$.

Lemma K.4. [52, Proposition 2.2.8] Let $\mathcal{U}$ be an open set in $\mathbb{R}^{m}$ and $\mathcal{V}$ an open set in $\mathbb{R}^{n}$. Suppose that $f: \mathcal{U} \rightarrow \mathbb{R}^{n}$ is real analytic on $\mathcal{U}$ and $g: \mathcal{V} \rightarrow \mathbb{R}^{k}$ is real analytic on $\mathcal{V}$. Then, for every $\boldsymbol{x} \in \mathcal{U}$ with $f(\boldsymbol{x}) \in \mathcal{V}$, there exists an open set $\mathcal{W} \subseteq \mathbb{R}^{m}$ such that $\boldsymbol{x} \in \mathcal{W}$ and $\left.(g \circ f)\right|_{\mathcal{W}}: \mathcal{W} \rightarrow \mathbb{R}^{k}$ is real analytic on $\mathcal{W}$.

Corollary K.2. If $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$ are both real analytic, then $g \circ f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{k}$ is real analytic.

Lemma K.5. [52, p. 83] A real analytic function $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ vanishes either identically or on a set of Lebesgue measure zero.

The following definition extends the notion of a diffeomorphism of class $C^{r}$ [34, Definition 3.1.18] to a real analytic diffeomorphism.

Definition K.2. (Real analytic diffeomorphism) Let $\mathcal{U} \subseteq \mathbb{R}^{n}$ be an open set and $\rho: \mathcal{U} \rightarrow \mathbb{R}^{n}$ real analytic. The mapping $\rho$ is a real analytic diffeomorphism if $\mathcal{V}=\rho(\mathcal{U})$ is an open set and the inverse $\rho^{-1}$ of $\rho$ exists on $\mathcal{V}$ and is real analytic on $\mathcal{V}$.

Theorem K.1. [52, Theorem 2.5.1] Let $\mathcal{U} \subseteq \mathbb{R}^{m}$ be open and $f: \mathcal{U} \rightarrow \mathbb{R}^{m}$ real analytic. If $J f\left(\boldsymbol{x}_{0}\right)>0$ for some $\boldsymbol{x}_{0} \in \mathcal{U}$, then $f^{-1}$ exists on an open set $\mathcal{V} \subseteq \mathbb{R}^{m}$ containing $f\left(\boldsymbol{x}_{0}\right)$ and is real analytic on $\mathcal{V}$.

Corollary K.3. Let $\mathcal{U}$ be an open set in $\mathbb{R}^{m}$ and suppose that $f: \mathcal{U} \rightarrow \mathbb{R}^{m}$ is real analytic on $\mathcal{U}$. If there exists an $\boldsymbol{x}_{0} \in \mathcal{U}$ such that $J f\left(\boldsymbol{x}_{0}\right)>0$, then there exists an $r>0$ such that $\left.f\right|_{\mathcal{B}_{m}\left(\boldsymbol{x}_{0}, r\right)}$ is a real analytic diffeomorphism.

Proof. Suppose that there exists an $\boldsymbol{x}_{0} \in \mathcal{U}$ such that $J f\left(\boldsymbol{x}_{0}\right)>0$. Since $J f\left(\boldsymbol{x}_{0}\right)>0$, Theorem K. 1 implies that there exists an open set $\mathcal{V} \subseteq \mathbb{R}^{m}$ such that $f\left(\boldsymbol{x}_{0}\right) \in \mathcal{V}$, and $f^{-1}$ exists on $\mathcal{V}$ and is real analytic on $\mathcal{V}$. Since $\mathcal{V}$ is open and $f\left(\boldsymbol{x}_{0}\right) \in \mathcal{V}$, there must exist an $\varepsilon>0$ such that $\mathcal{B}_{m}\left(f\left(\boldsymbol{x}_{0}\right), \varepsilon\right) \subseteq \mathcal{V}$. By continuity of $f$, which follows from real analyticity, there must exist an $r>0$ such that $f\left(\mathcal{B}_{m}\left(\boldsymbol{x}_{0}, r\right)\right) \subseteq$ $\mathcal{B}_{m}\left(f\left(\boldsymbol{x}_{0}\right), \varepsilon\right) \subseteq \mathcal{V}$. We set $\mathcal{W}=f\left(\mathcal{B}_{m}\left(\boldsymbol{x}_{0}, r\right)\right)$. Summarizing, $f$ is real analytic on $\mathcal{B}_{m}\left(\boldsymbol{x}_{0}, r\right)$ and $f^{-1}$ exists on $\mathcal{W}=f\left(\mathcal{B}_{m}\left(\boldsymbol{x}_{0}, r\right)\right)$ and is real analytic on $\mathcal{W}$. It remains to show that $\mathcal{W}$ is open. This follows by noting that thanks to $\mathcal{W}=\left(f^{-1}\right)^{-1}\left(\mathcal{B}_{m}\left(\boldsymbol{x}_{0}, r\right)\right), \mathcal{W}$ is the inverse image of an open set under a real analytic (and therefore continuous) mapping, and is hence open. We conclude that $\left.f\right|_{\mathcal{B}_{m}\left(\boldsymbol{x}_{0}, r\right)}$ is a real analytic diffeomorphism.

Corollary K.4. Let $\mathcal{U}$ be an open set in $\mathbb{R}^{m}$ and suppose that $f: \mathcal{U} \rightarrow \mathbb{R}^{n}$ with $n \geq m$ is real analytic on $\mathcal{U}$. If there exists an $\boldsymbol{x}_{0} \in \mathcal{U}$ such that $J f\left(\boldsymbol{x}_{0}\right)>0$, then there exists an $r>0$ such that $f$ is one-to-one on $\mathcal{B}_{m}\left(\boldsymbol{x}_{0}, r\right)$.

Proof. Suppose that there exists an $\boldsymbol{x}_{0} \in \mathcal{U}$ such that $J f\left(\boldsymbol{x}_{0}\right)>0$. Then, $J f\left(\boldsymbol{x}_{0}\right)>0$ and $n \geq m$ imply $\operatorname{rank}\left(D f\left(\boldsymbol{x}_{0}\right)\right)=m$. Thus, the $n \times m$ matrix $D f\left(\boldsymbol{x}_{0}\right)$ has $m$ linearly independent row vectors. Denote the indices of $m$ such linearly independent row vectors by $\left\{i_{1}, \ldots, i_{m}\right\}$ and consider the mapping

$$
\begin{align*}
g: \mathcal{U} & \rightarrow \mathbb{R}^{m}  \tag{393}\\
\boldsymbol{x} & \mapsto\left(f_{i_{1}}(\boldsymbol{x}) \ldots f_{i_{m}}(\boldsymbol{x})\right)^{\top} . \tag{394}
\end{align*}
$$

Since $f$ is real analytic on $\mathcal{U}$, so is $g$. Furthermore, $\operatorname{rank}\left(D g\left(\boldsymbol{x}_{0}\right)\right)=m$ and hence $J g\left(\boldsymbol{x}_{0}\right)>0$. Corollary K. 3 therefore implies the existence of an $r>0$ such that $\left.g\right|_{\mathcal{B}_{m}\left(\boldsymbol{x}_{0}, r\right)}$ is a real analytic diffeomorphism. In particular, $g$ is one-to-one on $\mathcal{B}_{m}\left(\boldsymbol{x}_{0}, r\right)$, which in turn implies that $f$ is one-to-one on $\mathcal{B}_{m}\left(\boldsymbol{x}_{0}, r\right)$.

Next, we show that the square root is a real analytic diffeomorphism on the set of positive real numbers.
Lemma K.6. The function $\sqrt{ }: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}, x \mapsto \sqrt{x}$, where $\mathbb{R}_{+}=\{x \in \mathbb{R}: x>0\}$, is a real analytic diffeomorphism.

Proof. The function $(\cdot)^{2}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}, x \mapsto x^{2}$ is real analytic by Corollary K.1 Let $y \in \mathbb{R}_{+}$be arbitrary but fixed and set $x=\sqrt{y}$. Since $d x^{2} / d x=2 x>0$, Theorem K. 1 implies that there exists an $r>0$ such that the inverse of $(\cdot)^{2}$, given by $\sqrt{ } \cdot$, exists on $(y-r, y+r)$ and is real analytic on $(y-r, y+r)$. As $y$ was arbitrary, it follows that $\sqrt{ }$. is real analytic on $\mathbb{R}_{+}$. Finally, since $(\cdot)^{2}$ is the inverse of $\sqrt{ }$. and $\sqrt{\mathbb{R}_{+}}=\mathbb{R}_{+}$is open, $\sqrt{\cdot}$ is a real analytic diffeomorphism.

Lemma K.7. If $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is real analytic, so is $J f$. In particular, $J f$ vanishes either identically or on a set of Lebesgue measure zero.

Proof. Suppose that $f: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ is real analytic. Recall that $J f(\boldsymbol{x})=\sqrt{g(\boldsymbol{x})}$, where $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$,

$$
g(\boldsymbol{x})= \begin{cases}\operatorname{det}\left(D f(\boldsymbol{x})(D f(\boldsymbol{x}))^{\boldsymbol{\top}}\right) & \text { if } n<m  \tag{395}\\ \operatorname{det}\left((D f(\boldsymbol{x}))^{\boldsymbol{\top}} D f(\boldsymbol{x})\right) & \text { else }\end{cases}
$$

Lemmata K. 2 and K. 3 imply that $g$ is real analytic. As $\sqrt{ }$. is real analytic on $\mathbb{R}_{+}$by Lemma K.6, real analyticity of $J f$ follows from Lemma K. 4 . Finally, as $J f$ is real analytic, it vanishes by Lemma K. 5 either identically or on a set of Lebesgue measure zero.

We have the following important properties of real analytic mappings.
Lemma K.8. Let $h: \mathbb{R}^{s} \rightarrow \mathbb{R}^{m}$ be a real analytic mapping of $s$-dimensional Jacobian $J h \not \equiv 0$. Then, the following properties hold.
i) The set $\mathcal{O}=\left\{\boldsymbol{z} \in \mathbb{R}^{s}: \operatorname{Jh}(\boldsymbol{z})>0\right\}$ is open and satisfies $\lambda^{s}\left(\mathbb{R}^{s} \backslash \mathcal{O}\right)=0$.
ii) For each set $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure there exists a set $\mathcal{B} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure such that $\mathcal{B} \subseteq \mathcal{A}$ and the mapping $\left.h\right|_{\mathcal{B}}$ is an embedding, i.e., $\operatorname{Jh}(\boldsymbol{z})>0$ for all $\boldsymbol{z} \in \mathcal{B}$ and $h$ is one-to-one on $\mathcal{B}$.

Proof. Openness of $\mathcal{O}$ follows from continuity of $J h$, and Lemma K. 7 together with $J h \not \equiv 0$ implies $\lambda^{s}\left(\mathbb{R}^{s} \backslash \mathcal{O}\right)=0$. To prove ii), consider $\mathcal{A} \in \mathscr{B}\left(\mathbb{R}^{s}\right)$ of positive Lebesgue measure. As $\lambda^{s}\left(\mathbb{R}^{s} \backslash \mathcal{O}\right)=0$, with $\mathcal{O}$ from i), it follows that $\lambda^{s}(\mathcal{A} \cap \mathcal{O})>0$. Thus, by Lemma H.7, there must exist a $\boldsymbol{z}_{0} \in \mathcal{A} \cap \mathcal{O}$ such that

$$
\begin{equation*}
\lambda^{s}\left(\mathcal{B}_{s}\left(\boldsymbol{z}_{0}, r\right) \cap \mathcal{A} \cap \mathcal{O}\right)>0 \quad \text { for all } r>0 . \tag{396}
\end{equation*}
$$

Since $\operatorname{Jh}\left(\boldsymbol{z}_{0}\right)>0$, which follows from $\boldsymbol{z}_{0} \in \mathcal{O}$, Corollary K. 4 implies that there must exist an $r_{0}>0$ such that $h$ is one-to-one on $\mathcal{B}_{s}\left(\boldsymbol{z}_{0}, r_{0}\right)$. Setting $\mathcal{B}=\mathcal{B}_{s}\left(\boldsymbol{z}_{0}, r_{0}\right) \cap \mathcal{A} \cap \mathcal{O}$ concludes the proof.

Definition K.3. (Real analytic submanifold) [52, Definition 2.7.1] A subset $\mathcal{M} \subseteq \mathbb{R}^{n}$ is an $m$-dimensional real analytic submanifold of $\mathbb{R}^{n}$ if, for each $\boldsymbol{y} \in \mathcal{M}$, there exist an open set $\mathcal{U} \subseteq \mathbb{R}^{m}$ and a real analytic immersion $f: \mathcal{U} \rightarrow \mathbb{R}^{n}$ such that $\boldsymbol{y} \in f(\mathcal{U})$ and open subsets of $\mathcal{U}$ are mapped onto relatively open subsets in $\mathcal{M}$. Here, a subset $\mathcal{W} \subseteq \mathcal{M}$ is called relatively open in $\mathcal{M}$ if there exists an open set $\mathcal{V} \subseteq \mathbb{R}^{n}$ such that $\mathcal{W}=\mathcal{V} \cap \mathcal{M}$.

Lemma K.9. Let $\mathcal{M} \subseteq \mathbb{R}^{s}$ be a $t$-dimensional real analytic submanifold of $\mathbb{R}^{s}$ and $\boldsymbol{z}_{0} \in \mathcal{M}$. Then, there exist a real analytic embedding $\zeta: \mathbb{R}^{t} \rightarrow \mathbb{R}^{s}$ and an $\eta>0$ such that

$$
\begin{gather*}
\zeta(\mathbf{0})=\boldsymbol{z}_{0},  \tag{397}\\
\mathcal{B}_{s}\left(\boldsymbol{z}_{0}, \eta\right) \cap \mathcal{M} \subseteq \zeta\left(\mathbb{R}^{t}\right), \tag{398}
\end{gather*}
$$

and $\zeta\left(\mathbb{R}^{t}\right)$ is relatively open in $\mathcal{M}$, i.e., there exists an open set $\mathcal{V} \subseteq \mathbb{R}^{s}$ such that $\zeta\left(\mathbb{R}^{t}\right)=\mathcal{V} \cap \mathcal{M}$.
Proof. Since $\mathcal{M} \subseteq \mathbb{R}^{s}$ is a $t$-dimensional real analytic submanifold of $\mathbb{R}^{s}$, Definition K. 3 implies the existence of an open set $\mathcal{U} \subseteq \mathbb{R}^{t}$ and a real analytic immersion $\xi: \mathcal{U} \rightarrow \mathbb{R}^{s}$ that maps open subsets of $\mathcal{U}$ onto relatively open subsets in $\mathcal{M}$ and satisfies $\boldsymbol{z}_{0}=\xi\left(\boldsymbol{u}_{0}\right)$ with $\boldsymbol{u}_{0} \in \mathcal{U}$. As $\xi$ is an immersion,

$$
\begin{equation*}
\operatorname{rank}(D \xi(\boldsymbol{v}))=t \quad \text { for all } \boldsymbol{v} \in \mathcal{U} \tag{399}
\end{equation*}
$$

Since $\mathcal{U}$ is open and $\boldsymbol{u}_{0} \in \mathcal{U}$, there exists a $\rho>0$ such that $\mathcal{B}_{t}\left(\boldsymbol{u}_{0}, \rho\right) \subseteq \mathcal{U}$, which implies in turn

$$
\begin{equation*}
\xi\left(\mathcal{B}_{t}\left(\boldsymbol{u}_{0}, \rho\right)\right) \subseteq \xi(\mathcal{U}) . \tag{400}
\end{equation*}
$$

Using Corollary K. 4 and $J \xi\left(\boldsymbol{u}_{0}\right)>0$ (recall that $\xi$ is an immersion) we may choose $\rho$ sufficiently small for $\xi$ to be one-to-one on $\mathcal{B}_{t}\left(\boldsymbol{u}_{0}, \rho\right)$. As $\xi\left(\mathcal{B}_{t}\left(\boldsymbol{u}_{0}, \rho\right)\right)$ is relatively open in $\mathcal{M}$, there must exist an open set $\mathcal{V} \subseteq \mathbb{R}^{s}$ such that

$$
\begin{equation*}
\xi\left(\mathcal{B}_{t}\left(\boldsymbol{u}_{0}, \rho\right)\right)=\mathcal{V} \cap \mathcal{M} \tag{401}
\end{equation*}
$$

Now, as $\mathcal{V}$ is open and $\boldsymbol{z}_{0}=\xi\left(\boldsymbol{u}_{0}\right) \in \mathcal{V}$, we can find an $\eta>0$ such that $\mathcal{B}_{s}\left(\boldsymbol{z}_{0}, \eta\right) \subseteq \mathcal{V}$, which, together with (401), yields

$$
\begin{equation*}
\mathcal{B}_{s}\left(\boldsymbol{z}_{0}, \eta\right) \cap \mathcal{M} \subseteq \xi\left(\mathcal{B}_{t}\left(\boldsymbol{u}_{0}, \rho\right)\right) \tag{402}
\end{equation*}
$$

Let $\kappa: \mathbb{R}^{t} \rightarrow \mathcal{B}_{t}(\mathbf{0}, \rho)$ be the real analytic diffeomorphism constructed in Lemma $K .10$ below and set

$$
\begin{align*}
\zeta: \mathbb{R}^{t} & \rightarrow \mathbb{R}^{s}  \tag{403}\\
\boldsymbol{v} & \mapsto \xi\left(\kappa(\boldsymbol{v})+\boldsymbol{u}_{0}\right) . \tag{404}
\end{align*}
$$

The mapping $\zeta$ is a real analytic mapping by Lemmata K.2 and K.4. Clearly, $\zeta$ is one-to-one on $\mathbb{R}^{t}$ as $\kappa$ is a diffeomorphism and $\xi$ is one-to-one on $\mathcal{B}_{t}\left(\boldsymbol{u}_{0}, \rho\right)$. Since $\zeta\left(\mathbb{R}^{t}\right)=\xi\left(\mathcal{B}_{t}\left(\boldsymbol{u}_{0}, \rho\right)\right)$, 402) establishes 398) and (401) proves that $\zeta\left(\mathbb{R}^{t}\right)$ is relatively open in $\mathcal{M}$. Finally, 397) follows from $\zeta(\mathbf{0})=\xi\left(\kappa(\mathbf{0})+\boldsymbol{u}_{0}\right)=$ $\xi\left(\boldsymbol{u}_{0}\right)=\boldsymbol{z}_{0}$, where in the second equality we used (408) in Lemma K. 10 below. It remains to show that $\zeta$ is an immersion, which is effected by proving that $\operatorname{rank}(D \zeta(\boldsymbol{v}))=t$ for all $\boldsymbol{v} \in \mathbb{R}^{t}$. The chain rule implies

$$
\begin{equation*}
D \zeta(\boldsymbol{v})=(D \xi)\left(\kappa(\boldsymbol{v})+\boldsymbol{u}_{0}\right) D \kappa(\boldsymbol{v}) \quad \text { for all } \boldsymbol{v} \in \mathbb{R}^{t} \tag{405}
\end{equation*}
$$

It now follows
i) from (410) in Lemma K. 10 below that $\operatorname{rank}(D \kappa(\boldsymbol{v}))=t$ for all $\boldsymbol{v} \in \mathbb{R}^{t}$, and
ii) from (399) and $\kappa(\boldsymbol{v})+\boldsymbol{u}_{0} \in \mathcal{B}_{t}\left(\boldsymbol{u}_{0}, \rho\right) \subseteq \mathcal{U}$ that $\operatorname{rank}\left((D \xi)\left(\kappa(\boldsymbol{v})+\boldsymbol{u}_{0}\right)\right)=t$ for all $\boldsymbol{v} \in \mathbb{R}^{t}$.

Applying Lemma K. 12 to $(D \xi)\left(\kappa(\boldsymbol{v})+\boldsymbol{u}_{0}\right) \in \mathbb{R}^{s \times t}$ and $D \kappa(\boldsymbol{v}) \in \mathbb{R}^{t \times t}$, and using i) and ii) above yields $\operatorname{rank}(D \zeta(\boldsymbol{v})) \geq t$ for all $\boldsymbol{v} \in \mathbb{R}^{t}$, which in turn implies $J \zeta(\boldsymbol{v})>0$ for all $\boldsymbol{v} \in \mathbb{R}^{t}$, thereby concluding the proof.

Lemma K.10. For $\rho>0$, the mapping

$$
\begin{align*}
\kappa: \mathbb{R}^{k} & \rightarrow \mathcal{B}_{k}(\mathbf{0}, \rho)  \tag{406}\\
\boldsymbol{x} & \mapsto \frac{\rho \boldsymbol{x}}{\sqrt{1+\|\boldsymbol{x}\|_{2}^{2}}} \tag{407}
\end{align*}
$$

is a real analytic diffeomorphism on $\mathbb{R}^{k}$ satisfying

$$
\begin{align*}
\kappa(\mathbf{0}) & =\mathbf{0},  \tag{408}\\
\kappa\left(\mathbb{R}^{k}\right) & =\mathcal{B}_{k}(\mathbf{0}, \rho),  \tag{409}\\
\operatorname{rank}(D \kappa(\boldsymbol{x})) & =k \quad \text { for all } \boldsymbol{x} \in \mathbb{R}^{k} . \tag{410}
\end{align*}
$$

Proof. It follows immediately from the definition of $\kappa$ that $\kappa(\mathbf{0})=\mathbf{0}$. The mapping $\kappa$ is real analytic thanks to Lemmata K.2, K.4, and K.6. Now, consider the mapping

$$
\begin{align*}
\sigma: \mathcal{B}_{k}(\mathbf{0}, \rho) & \rightarrow \mathbb{R}^{k}  \tag{411}\\
\boldsymbol{y} & \mapsto \frac{\boldsymbol{y}}{\sqrt{\rho^{2}-\|\boldsymbol{y}\|_{2}^{2}}} . \tag{412}
\end{align*}
$$

Again, $\sigma$ is real analytic thanks to Lemmata K.2, K.4, and K.6. Since $(\kappa \circ \sigma)(\boldsymbol{y})=\boldsymbol{y}$ for all $\boldsymbol{y} \in \mathcal{B}_{k}(\mathbf{0}, \rho)$, it follows that $\kappa\left(\mathbb{R}^{k}\right)=\mathcal{B}_{k}(\mathbf{0}, \rho)$. Moreover, as $(\sigma \circ \kappa)(\boldsymbol{x})=\boldsymbol{x}$ for all $\boldsymbol{x} \in \mathbb{R}^{k}, \sigma$ is the inverse of $\kappa$, which establishes that $\kappa$ is a real analytic diffeomorphism on $\mathbb{R}^{k}$. Finally, since $(\sigma \circ \kappa)(\boldsymbol{x})=\boldsymbol{x}$ for all $\boldsymbol{x} \in \mathbb{R}^{k}$, the chain rule implies $\boldsymbol{I}_{k}=D(\sigma \circ \kappa)(\boldsymbol{x})=(D \sigma)(\kappa(\boldsymbol{x})) D \kappa(\boldsymbol{x})$ for all $\boldsymbol{x} \in \mathbb{R}^{k}$, which yields (410).

Proposition K.1. [52], Proposition 2.7.3] Let $\mathcal{M} \subseteq \mathbb{R}^{n}$. The following statements are equivalent:
i) $\mathcal{M}$ is a $m$-dimensional real analytic submanifold of $\mathbb{R}^{n}$.
ii) For each $\boldsymbol{z} \in \mathcal{M}$ there exist an open set $\mathcal{U} \subseteq \mathbb{R}^{n}$ with $\boldsymbol{z} \in \mathcal{U}$, a real analytic diffeomorphism $\rho: \mathcal{U} \rightarrow \mathbb{R}^{n}$, and a $m$-dimensional linear subspace $\mathcal{L} \subseteq \mathbb{R}^{n}$, such that

$$
\begin{equation*}
\rho(\mathcal{M} \cap \mathcal{U})=\rho(\mathcal{U}) \cap \mathcal{L} . \tag{413}
\end{equation*}
$$

Proposition K. 1 allows us to state the following sufficient condition on the inverse image of a point under a real analytic function to result in a real analytic submanifold.

Lemma K.11. Let $\psi: \mathbb{R}^{s} \rightarrow \mathbb{R}$ be a real analytic function, $y_{0} \in \psi\left(\mathbb{R}^{s}\right)$, and set $\mathcal{M}_{y_{0}}=\psi^{-1}\left(\left\{y_{0}\right\}\right)$. Suppose that $J \psi(\boldsymbol{z})>0$ for all $\boldsymbol{z} \in \mathcal{M}_{y_{0}}$. Then, $\mathcal{M}_{y_{0}}$ is a $(s-1)$-dimensional real analytic submanifold of $\mathbb{R}^{s}$.

Proof. We may assume, w.l.o.g., that $y_{0}=0$ (if $y_{0} \neq 0$, we set $\tilde{\psi}(\boldsymbol{z})=\psi(\boldsymbol{z})-y_{0}$ and prove the lemma with $\tilde{\psi}$ in place of $\psi$, noting that $\mathcal{M}_{y_{0}}=\tilde{\psi}^{-1}(\{0\})$ and $J \tilde{\psi}(\boldsymbol{z})=J \psi(\boldsymbol{z})$ for all $\boldsymbol{z} \in \mathbb{R}^{s}$.) The proof is effected by verifying that $\mathcal{M}_{0}$ satisfies Statement ii) of Proposition K.1. Let $\boldsymbol{z}_{0} \in \mathcal{M}_{0}$ be arbitrary but fixed and set $\boldsymbol{a}_{1}^{\top}=D \psi\left(\boldsymbol{z}_{0}\right)$. Since $J \psi\left(\boldsymbol{z}_{0}\right)>0$ by assumption, we must have $\boldsymbol{a}_{1} \neq \boldsymbol{0}$. Choose $\boldsymbol{a}_{2}, \ldots, \boldsymbol{a}_{s} \in \mathbb{R}^{s}$ such that $\boldsymbol{A}=\left(\boldsymbol{a}_{1} \ldots \boldsymbol{a}_{s}\right)^{\top}$ is a regular matrix and consider the mapping

$$
\begin{align*}
\rho: \mathbb{R}^{s} & \rightarrow \mathbb{R}^{s}  \tag{414}\\
\boldsymbol{z} & \mapsto\left(\psi(\boldsymbol{z}) \boldsymbol{a}_{2}^{\top} \boldsymbol{z} \ldots \boldsymbol{a}_{s}^{\top} \boldsymbol{z}\right)^{\top} \tag{415}
\end{align*}
$$

Note that $D \rho\left(\boldsymbol{z}_{0}\right)=\boldsymbol{A}$. Since $\operatorname{rank}(\boldsymbol{A})=s$ by construction, $J \rho\left(\boldsymbol{z}_{0}\right)>0$. It therefore follows from Corollary K.3 that there exists an $r>0$ such that $\rho_{\mathcal{B}_{s}\left(\boldsymbol{z}_{0}, r\right)}$ is a real analytic diffeomorphism. Finally, we can write

$$
\begin{align*}
\rho\left(\mathcal{M}_{0} \cap \mathcal{B}_{s}\left(\boldsymbol{z}_{0}, r\right)\right) & =\rho\left(\left\{\boldsymbol{z} \in \mathcal{B}_{s}\left(\boldsymbol{z}_{0}, r\right): \psi(\boldsymbol{z})=0\right\}\right)  \tag{416}\\
& =\rho\left(\left\{\boldsymbol{z} \in \mathcal{B}_{s}\left(\boldsymbol{z}_{0}, r\right): \boldsymbol{e}_{1}^{\top} \rho(\boldsymbol{z})=0\right\}\right)  \tag{417}\\
& =\rho\left(\mathcal{B}_{s}\left(\boldsymbol{z}_{0}, r\right)\right) \cap \mathcal{L} \tag{418}
\end{align*}
$$

where (416) follows from $\mathcal{M}_{0}=\psi^{-1}(\{0\})$, 417) is by 415), and in 418) we set $\mathcal{L}=\left\{\left(w_{1} \ldots w_{s}\right)^{\top} \in\right.$ $\left.\mathbb{R}^{s}: w_{1}=0\right\}$.

Lemma K.12. [37, Property (c), Chapter 0.4.5] If $\boldsymbol{A} \in \mathbb{R}^{m \times k}$ and $\boldsymbol{B} \in \mathbb{R}^{k \times n}$, then

$$
\begin{equation*}
\operatorname{rank}(\boldsymbol{A} \boldsymbol{B}) \geq \operatorname{rank}(\boldsymbol{A})+\operatorname{rank}(\boldsymbol{B})-k \tag{419}
\end{equation*}
$$
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[^0]:    ${ }^{1}$ Throughout the paper, we assume that $n \leq m$.
    ${ }^{2}$ Random quantities are denoted by sans-serif letters, throughout.

[^1]:    ${ }^{3}$ Minkowski dimension is sometimes also referred to as box-counting dimension, which is the origin of the subscript B in the notation $\operatorname{dim}_{B}(\cdot)$ used henceforth.

