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Abstract. Following Almgren’s construction of the center manifold in his big regularity paper, we show the $C^{3,\alpha}$ regularity of area-minimizing currents in the neighborhood of points of density one without using the nonparametric theory. This study is intended as a first step towards the understanding of Almgren’s construction in its full generality.

1. Introduction. In this note we consider area-minimizing integral currents $T$ of dimension $m$ in $\mathbb{R}^{m+n}$. The following theorem is the cornerstone of the regularity theory. It was proved for the first time by De Giorgi [2] for $n = 1$ and then extended later by several authors (the constant $\omega_m$ denotes, as usual, the Lebesgue measure of the $m$-dimensional unit ball).

Theorem 1.1. There exist constants $\varepsilon, \beta > 0$ such that, if $T$ is an area-minimizing integral current and $p$ is a point in its support such that
$$\theta(T, p) = 1, \ \supp(\partial T) \cap B_r(p) = \emptyset \ \text{and} \ \|T|(B_r(p)) \leq (\omega_m + \varepsilon) r^m,$$
then $\supp(T) \cap B_{r/2}(p)$ is the graph of a $C^{1,\beta}$ function $f$.

Once established this $\varepsilon$-regularity result, the regularity theory proceeds further by deriving the usual Euler–Lagrange equations for the function $f$. Indeed, it turns out that $f$ solves a system of elliptic partial differential equations and the Schauder theory then implies that $f$ is smooth (in fact analytic, using the classical result by Hopf [5]).

In his big regularity paper [1], Almgren observes that an intermediate regularity result can be derived as a consequence of a more complicated construction without using the nonparametric PDE theory of minimal surfaces (i.e. without deriving the Euler-Lagrange equation for the graph of $f$). Indeed, given a minimizing current $T$ and a point $p$ with $\theta(T, p) = Q \in \mathbb{N}$, under the hypothesis that the excess is sufficiently small, Almgren succeeds in constructing a $C^{3,\alpha}$ regular surface (called center manifold) which, roughly speaking, approximates the “average of the sheets of the current” (we refer to [1] for further details). In the introduction of [1] it is
observed that, in the case \( Q = 1 \), the center manifold coincides with the current itself, thus implying directly the \( C^{3,\alpha} \) regularity.

The aim of the present note is to give a simple direct proof of this remark, essentially following Almgren’s strategy for the construction of the center manifold in the simplified setting \( Q = 1 \). At this point the following comment is in order: the excess decay leading to Theorem 1.1 remains anyway a fundamental step in the proof of this paper (see Proposition 2.2 below) and, as far as we understand, of Almgren’s approach as well. One can take advantage of the information contained in Theorem 1.1 at several levels but we have decided to keep its use to the minimum.

2. Preliminaries.

2.1. Some notation. From now on we assume, without loss of generality, that \( T \) is an area-minimizing integer rectifiable current in \( \mathbb{R}^{m+n} \) satisfying the following assumptions:

\[
\partial T = 0 \text{ in } B_1(0), \quad \theta(T, 0) = 1 \quad \text{and} \quad \|T\|(B_1) \leq \omega_m + \varepsilon,
\]

with the small constant \( \varepsilon \) to be specified later.

In what follows, \( B^m_r(q), B^n_r(u) \) and \( B^{m+n}_r(p) \) denote the open balls contained, respectively, in the Euclidean spaces \( \mathbb{R}^m, \mathbb{R}^n \) and \( \mathbb{R}^{m+n} \). Given a \( m \)-dimensional plane \( \pi \), \( C^r_\pi(q) \) denotes the cylinder \( B^m_r(q) \times \pi^\perp \subset \pi \times \pi^\perp = \mathbb{R}^{m+n} \) and \( \mathcal{P}_\pi : \pi \times \pi^\perp \to \pi \) the corresponding orthogonal projection. Central points, subscripts, superscripts and subscripts will be often omitted when they are clear from the context.

We will consider different systems of cartesian coordinates in \( \mathbb{R}^{m+n} \). A corollary of De Giorgi’s excess decay theorem (a variant of which is precisely stated in Proposition 2.2 below) is that, when \( \varepsilon \) is sufficiently small, the current has a unique tangent plane at the origin (see Corollary 2.4). Thus, immediately after the statement of Corollary 2.4, the most important system of coordinates, denoted by \( x \), will be fixed once and for all in such a way that \( \pi_0 = \{x_{m+1} = \ldots = x_{m+n} = 0\} \) is the tangent plane to \( T \) at \( 0 \). Other systems of coordinates will be denoted by \( x', y \) or \( y' \). We will always consider positively oriented systems \( x' \), i.e. such that there is a unique element \( A \in SO(m+n) \) with \( x'(p) = A \cdot x(p) \) for every point \( p \). An important role in each system of coordinates will be played by the oriented \( m \)-dimensional plane \( \pi \) where the last \( n \) coordinates vanish (and by its orthogonal complement \( \pi^\perp \)). Obviously, given \( \pi \) there are several systems of coordinates \( y \) for which \( \pi = \{y_{m+1} = \ldots = y_{m+n} = 0\} \). However, when we want to stress the relation between \( y \) and \( \pi \) we will use the notation \( y_\pi \).

2.2. Lipschitz approximation of minimal currents. The following approximation theorem can be found in several accounts of the regularity theory for area-minimizing currents. It can also be seen as a special case of a much more general result due to Almgren (see the third chapter of [1]) and reproved in a simpler way in [3]. As it is customary the (rescaled) cylindrical excess is given by the formula

\[
\text{Ex}(T, C^r_\pi) := \frac{\|T\|}{\omega_m} \frac{|C^r_\pi - \omega_m r^m|}{r^m} = \frac{1}{2\omega_m} \int_{C^r_\pi} |T - \widehat{\pi}|^2 \, d|T|,
\]

(1)

(where \( \widehat{\pi} \) is the unit simple vector orienting \( \pi \) and the last equality in (1) holds when we assume \( \mathcal{P}_\pi(T|C^r_\pi) = \|B_r(p)\| \)).
Proposition 2.1. There are constants $C > 0$ and $0 < \eta, \varepsilon_1 < 1$ with the following property. Let $r > 0$ and $T$ be an area-minimizing integer rectifiable $m$-current in $C^\pi_r$ such that
\[
\partial T = 0, \quad \mathcal{P}_\#^m(T) = \|B^n_r\| \quad \text{and} \quad E := \text{Ex}(T, C^\pi_r) \leq \varepsilon_1.
\]
Then, for $s = r(1 - CE\eta)$, there exists a Lipschitz function $f : B_s \to \mathbb{R}^n$ and a closed set $K \subset B_s$ such that:
\[
\text{Lip}(f) \leq CE\eta; \quad (2a)
\]
\[
|B_s \setminus K| \leq Cr^m E^{1+\eta} \quad \text{and} \quad \text{graph}(f|_K) = T \mathbb{L}(K \times \mathbb{R}^n); \quad (2b)
\]
\[
\left\|\|T\|(C_s) - \omega_m s^m - \int_{B_s} \frac{|Df|^2}{2}\right\| \leq C r^m E^{1+\eta}. \quad (2c)
\]
This proposition is a key step in the derivation of Theorem 1.1. In the appendix we include a short proof in the spirit of [3]. Clearly, Theorem 1.1 can be thought as a much finer version of this approximation. However, an aspect which is crucial for further developments is that several important estimates can be derived directly from Proposition 2.1.

2.3. De Giorgi’s excess decay. The fundamental step in De Giorgi’s proof of Theorem 1.1 is the decay of the quantity usually called “spherical excess” (where the minimum is taken over all oriented $m$–planes $\pi$):
\[
\text{Ex}(T, B_r(p)) := \min_{\pi} \text{Ex}(T, B_r(p), \pi),
\]
with
\[
\text{Ex}(T, B_r(p), \pi) := \frac{1}{2} \int_{B_r(p)} |\vec{T} - \vec{\pi}|^2 d\|T\|.
\]
Proposition 2.2. There is a dimensional constant $C$ with the following property. For every $\delta, \varepsilon_0 > 0$, there is $\varepsilon > 0$ such that, if (H) holds, then $\text{Ex}(T, B_1) \leq \varepsilon_0^2$ and
\[
\text{Ex}(T, B_r(p)) \leq C \varepsilon_0^2 r^{2 - 2\delta}, \quad (3)
\]
for every $r \leq 1/2$ and every $p \in B_{1/2} \cap \text{supp}(T)$.

From now on we will consider the constant $\delta$ fixed. Its choice will be specified much later.

Definition 2.3. For later reference, we say that a plane $\pi$ is admissible in $p$ at scale $\rho$ (or simply that $(p, \rho, \pi)$ is admissible) if
\[
\text{Ex}(T, B_\rho(p), \pi) \leq C_{m,n} \varepsilon_0^2 \rho^{2 - 2\delta}, \quad (4)
\]
for some fixed (possibly large) dimensional constant $C_{m,n}$.

Proposition 2.2 guarantees that, for every $p$ and $r$ as in the statement, there exists always an admissible plane $\pi_{p,r}$. The following is a straightforward consequence of Proposition 2.2 which will be extensively used.

Corollary 2.4. There are dimensional constants $C, C'$ and $C''$ with the following property. For every $\delta, \varepsilon_0 > 0$, there is $\varepsilon > 0$ such that, under the assumption (H):
(a) if $(p, \rho, \pi)$ and $(p', \rho', \pi')$ are admissible (according to Definition 2.3), then
\[
|\vec{\pi} - \vec{\pi}'| \leq C \varepsilon_0 \left(\max\{\rho, \rho', |q - q'|\}\right)^{1-\delta};
\]
There are constants \( c_0, C > 0 \) with the following properties. Assume that

(i) \( \|A - \text{Id}\| \leq c_0, r \leq 1; \)

(ii) \( (q, u) \in \pi_0 \times \pi_0^{\perp} \) is given and \( f, g : B_{2r}^{\pi}(q) \to \mathbb{R}^{n} \) are Lipschitz functions such that

\[
\text{Lip}(f), \text{Lip}(g) \leq c_0 \quad \text{and} \quad |f(q) - u| + |g(q) - u| \leq c_0 r.
\]

Then, in the system of coordinates \( x' = A \cdot x \), for \( (q', u') = A \cdot (q, u) \), the following holds:

(a) \( \text{graph}_{\pi_0}(f) \) and \( \text{graph}_{\pi_0}(g) \) are the graphs of two Lipschitz functions \( f' \) and \( g' \), whose domains of definition contain both \( B_{r}(q') \);

(b) \( \|f' - g'\|_{L^1(B_r(q'))} \leq C \|f - g\|_{L^1(B_{2r}(q))} \);

(c) if \( f \in C^4(B_{2r}(q)) \), then \( f' \in C^4(B_{r}(q')) \), with the estimates

\[
\|f' - u'\|_{C^3} \leq \Phi(\|A - \text{Id}\|, \|f - u\|_{C^3}), \quad (5)
\]

\[
\|D^4 f'\|_{C^0} \leq \Psi(\|A - \text{Id}\|, \|f - u\|_{C^3})(1 + \|D^4 f\|_{C^0}), \quad (6)
\]

where \( \Phi \) and \( \Psi \) are smooth functions.

Proof. Let \( P : \mathbb{R}^{m \times n} \to \mathbb{R}^{m} \) and \( Q : \mathbb{R}^{m \times n} \to \mathbb{R}^{n} \) be the usual orthogonal projections. Set \( \pi = A(\pi_0) \) and consider the maps \( F, G : B_{2r}(q) \to \pi^{\perp} \) and \( I, J : B_{2r}(q) \to \pi \) given by

\[
F(x) = Q(A((x, f(x)))), \quad G(x) = Q(A((x, g(x)))), \quad I(x) = P(A((x, f(x)))), \quad J(x) = P(A((x, g(x)))).
\]
Obviously, if $c_0$ is sufficiently small, $I$ and $J$ are injective Lipschitz maps. Hence, \( \text{graph}_{x_0}(f) \) and \( \text{graph}_{x_0}(g) \) coincide, in the new coordinates, with the graphs of the functions \( f' \) and \( g' \) defined respectively in \( D := I(B_{2r}(q)) \) and \( \tilde{D} := J(B_{2r}(q)) \) by \( f' = F \circ I^{-1} \) and \( g' = G \circ J^{-1} \). If $c_0$ is chosen sufficiently small, then we can find a constant $C$ such that

\[
\text{Lip}(I), \text{Lip}(J), \text{Lip}(I^{-1}), \text{Lip}(J^{-1}) \leq 1 + C c_0,
\]

and

\[
|I(q) - q'|, |J(q) - q'| \leq C c_0 r.
\]

Clearly, (7) and (8) easily imply (a). Conclusion (c) is a simple consequence of the inverse function theorem. Finally we claim that, for small $c_0$,

\[
|f'(x') - g'(x')| \leq 2 |f(I^{-1}(x')) - g(I^{-1}(x'))| \quad \forall \ x' \in B_r(q'),
\]

from which, using the change of variables formula for biLipschitz homeomorphisms and (7), (b) follows.

In order to prove (9), consider any $x' \in B_r(q')$, set $x := I^{-1}(x')$ and

\[
\begin{align*}
p_1 & := (x, f(x)) \in \pi_0 \times \pi_0^1, \\
p_2 & := (x, g(x)) \in \pi_0 \times \pi_0^1, \\
p_3 & := (x', g'(x')) \in \pi \times \pi^1.
\end{align*}
\]

Obviously \( |f'(x') - g'(x')| = |p_1 - p_3| \) and \( |f(x) - g(x)| = |p_1 - p_2| \). Note that, \( g(x) = f(x) \) if and only if \( g'(x') = f'(x') \), and in this case (9) follows trivially. If this is not the case, the triangle with vertices \( p_1, p_2 \) and \( p_3 \) is non-degenerate. Let \( \theta_i \) be the angle at \( p_i \). Note that, \( \text{Lip}(g) \leq c_0 \) implies \( |90^\circ - \theta_2| \leq C c_0 \) and \( \|A - \text{Id}\| \leq c_0 \) implies \( |\theta_1| \leq C c_0 \), for some dimensional constant $C$. Since \( \theta_3 = 180^\circ - \theta_1 - \theta_2 \), we conclude as well \( |90^\circ - \theta_3| \leq C c_0 \). Therefore, if $c_0$ is small enough, we have

\[
1 \leq 2 \sin \theta_3, \quad \text{so that, by the Sinus Theorem,}
\]

\[
|f'(x') - g'(x')| = |p_1 - p_3| = \frac{\sin \theta_2}{\sin \theta_3} |p_1 - p_2| \leq 2 |p_1 - p_2| = 2 |f(x) - g(x)|,
\]

thus concluding the claim.

The following is an elementary lemma on polynomials.

**Lemma 2.7.** For every $n, m \in \mathbb{N}$, there exists a constant $C(m, n)$ such that, for every polynomial $R$ of degree at most $n$ in $\mathbb{R}^m$ and every positive $r > 0$,

\[
|D^k R(q)| \leq \frac{C}{r^{m+k}} \int_{B_r(q)} |R| \quad \text{for all } k \leq n \text{ and all } q \in \mathbb{R}^m.
\]

**Proof.** We rescale and translate the variables by setting \( S(x) = R(rx + q) \). The lemma is then reduced to show that

\[
\sum_{k=0}^{n} |D^k S(0)| \leq C \int_{B_1(0)} |S|,
\]

for every polynomial $S$ of degree at most $n$ in $\mathbb{R}^m$, with $C = C(n, m)$. Consider now the vector space $V^{n, m}$ of polynomials of degree at most $n$ in $m$ variables. $V^{n, m}$ is obviously finite dimensional. Moreover, on this space, the two quantities

\[
\|S\|_1 := \sum_{k=0}^{n} |D^k S(0)| \quad \text{and} \quad \|S\|_2 := \int_{B_1(0)} |S|
\]

are equivalent.
are two norms. The inequality (11) is then a corollary of the equivalence of norms on finite-dimensional vector spaces. 

3. The approximation scheme and the main theorem. The $C^{3,\alpha}$ regularity of the current $T$ will be deduced from the limit of a suitable approximation scheme. In this section we describe the scheme and state the main theorem of the paper.

We start by fixing a nonnegative kernel $\varphi \in C^\infty_c(B^n_1)$ which is radial and satisfies $\int \varphi = 1$. As usual, for $\tau > 0$, we set $\varphi_\tau(w) := \tau^{-m}\varphi(w/\tau)$. Consider the area-minimizing current $S = T\mathcal{L}(B^{m+n}_{1/2} \cap C^{m}_{1/4})$ (recall that $\pi_0 = \{x_{m+1} = \ldots = x_{m+n} = 0\}$ is the tangent plane to $T$ at $0$). From Corollary 2.4 (b) and (c), it is simple to deduce the following: if $p = (q, u) \in \pi \times \pi^\perp$, $\rho \leq 2^{-6}$ and $\pi$ form an admissible triple $(p, \rho, \pi)$ with $p \in \text{supp}(T) \cap B_{1/16}$, then

$$\mathcal{P}^\rho_p(S \mathcal{L} C^\pi_p(q)) = \|B^p_\rho(q)\| \quad \text{and} \quad \partial S = 0 \quad \text{in} \quad C^\pi_p(q).$$

From now on, we will assume that $C_{m,n} \varepsilon_1^2 2^{-3(2-2\delta)} \leq \varepsilon_1$, where $\varepsilon_1$ is the constant of Proposition 2.1 and $C_{m,n}$, the constant of Proposition 2.2. This assumption guarantees the existence of the Lipschitz approximation of Proposition 2.1, which we restrict to $B^m_6(q)$, $f : B^m_6(q) \subset \pi \to \pi^\perp$. Then, consider the following functions:

1. $\tilde{f} = f * \varphi_p$;
2. $\hat{f}$ such that

$$\left\{ \begin{array}{ll}
\Delta \hat{f} = 0 & \text{on } B^m_{4\rho}(q), \\
\hat{f} |_{\partial B^m_{4\rho}(q)} = \tilde{f}.
\end{array} \right.$$ 

3. $g : B^m_3(q') \subset \pi_0 \to \pi^\perp_0$, with $x(p) = (q', u') \in \pi_0 \times \pi^\perp_0$, such that graph$_{\pi_0}(g) = \text{graph}_{\pi_0}(\tilde{f})$ in the cylinder $C_{\pi_0}(q') \subset \pi_0 \times \pi^\perp_0$.

Remark 3.1. In order to proceed further, we need to show the existence of $g$ as in (I3). We wish, therefore, to apply Lemma 2.6 to the function $\tilde{f}$. First recall that $|\pi - \pi_0| \leq C \varepsilon_0 |p|^{1-\delta} \leq C \varepsilon_0$ by Corollary 2.4. Thus, assumption (i) in Lemma 2.6 is satisfied provided $\varepsilon_0$ is chosen sufficiently small. Next note that, by the interior estimates for the harmonic functions and (2a), one has

$$\text{Lip}(\tilde{f}|_{B_{6\rho}}) \leq C \text{Lip}(\tilde{f}|_{B_{4\rho}}) \leq C E^n.$$ 

Moreover, if we consider the ball $B_\rho(p)$ with $s = \rho E^n/(2m)$, by the monotonicity formula, $\|T\|(B_\rho(p)) \geq \omega_m \rho^m E^{n/2}$. Thus, by (2b), the graph of $\hat{f}$ contains a point in $B_\rho(p)$. Using the Lipschitz bound (2a), we then achieve $\|f - u\|_{C^\alpha(B_\rho(p))} \leq C \rho E^{n/2}$, which in turn implies $\|\tilde{f} - u\|_{C^\alpha(B_\rho(p))}$. Recalling that $E \leq C \varepsilon_0^2 \rho^2 - 2\delta$, we conclude that condition (ii) in Lemma 2.6 is satisfied when $\varepsilon_0$ is sufficiently small. Therefore Lemma 2.6(a) guarantees that the function $g$ exists.

Remark 3.2. It is obvious that in order to define the function $g$ we could have used, in place of the $f$ given by Proposition 2.1, the function whose graph gives the current $T$ in $B_{6\rho}(p)$. This would have simplified many of the computations below. However, as mentioned in the introduction, we hope that our choice helps in the understanding of the more general construction of Almgren.

The function $g$ is the main building block of the construction of this paper. It is called the $(p, \rho, \pi)$-interpolation of $T$ or, if $\text{Ex}(T, B_{8\rho}(p)) = \text{Ex}(T, B_{8\rho}(p), \pi)$, simply the $(p, \rho)$-interpolation of $T$.

The main estimates of the paper are contained in the following proposition.
Proposition 3.3. There are constants $\alpha, C > 0$ such that, if $g, g'$ are respectively $(p, p, \pi)$- and $(p', p, \pi')$-interpolations, then
\begin{equation}
\rho^{1-\alpha} \|D^4 g\|_{C^0} + \|g\|_{C^0} \leq C, \tag{12a}
\end{equation}
\begin{equation}
\sum_{\ell=0}^{4} \rho^{\ell-3-\alpha} \|D^\ell g(x) - D^\ell g'(x)\|_{C^0} \leq C \quad \text{in } B_\rho(p) \cap B_{\rho}(p'), \tag{12b}
\end{equation}
\begin{equation}
|D^3 g(q) - D^3 g'(q')| \leq C|q - q'|, \quad \text{with } p = (q, u), \ p' = (q', u'). \tag{12c}
\end{equation}

3.1. Approximation scheme. Let $5 < n_0 < k_0$ be natural numbers and consider the cube $Q = [-2^{-n_0}, 2^{-n_0}]^m$. For $k \geq k_0$, we consider the usual subdivision of $\mathbb{R}^m$ into dyadic cubes of size $2 \cdot 2^{-k}$, centered at points $c_i = 2^{-k_i} \in 2^{-k} \mathbb{Z}^m$. The corresponding closed cubes of the subdivision are then denoted by $Q_i$ and we consider below only those $Q_i$’s which have nonempty intersection with $Q$.

According to Corollary 2.4 and to the previous observations, for every $c_i$ there exists a unique $u_i$ such that $p_i = (c_i, u_i) \in \text{supp}(T) \cap B_{1/16}$. Moreover, for every constant $C$, if $k_0$ is large enough, we can consider the $(p_i, C \cdot 2^{-k})$-interpolation $g_i$ for all $k \geq k_0$.

Let $\psi \in C^\infty_c([-\frac{5}{4}, \frac{5}{4}]^m)$ be a nonnegative function such that, if we define $\psi_i(q) := \psi(2^k(q - c_i))$, then
\begin{equation}
\sum_{i \in \mathbb{Z}^m} \psi_i \equiv 1 \text{ in } Q.
\end{equation}

Denote by $A_i$ the set of indices $j$ such that $Q_j$ and $Q_i$ are adjacent. Note that the choice of $\psi$ guarantees $\psi_i \psi_j = 0$ if $j \not\in A_i$. Moreover the cardinality of $A_i$ is (bounded by) a dimensional constant independent of $k$ and, if $q \in Q_i$, then in a neighborhood of $q$ we have
\begin{equation}
\sum_{j \in A_i} \psi_j = 1 \quad \text{and} \quad \sum_{j \in A_i} D^\ell \psi_j(q) = 0 \quad \text{for all } \ell > 0. \tag{13}
\end{equation}

We are now ready to state and prove the central theorem of this note.

Theorem 3.4. There are dimensional constants $n_0 < k_0$ with the following properties. Given an area-minimizing current $T$ as in (H) and $k \geq k_0$, consider the functions $h_k : Q \to \mathbb{R}^n$ given by $h_k := \sum_i \psi_i g_i$. Then,
\begin{equation}
\|h_k\|_{C^{3, \alpha}} \leq C, \tag{14}
\end{equation}
for some dimensional constants $\alpha > 0$ and $C$ (which, in particular, do not depend on $k$). Moreover, the graphs of $h_k$ converge, in the sense of currents, to $T \cap (Q \times \mathbb{R}^n) \cap B_{1/2}$, thus implying that $T$ is a $C^{3, \alpha}$ graph in a neighborhood of the origin.

Proof of Theorem 3.4. Given $k$, consider a cube $Q_i$ of the corresponding dyadic decomposition and a point $q \in Q_i$. We already observed that, in a neighborhood of $q$, $h_k = \sum_{j \in A_i} \psi_j g_j$. Moreover, from the definition, we have that
\begin{equation}
\|D^\ell \psi_j\|_{C^0} = 2^{k\ell} \|D^\ell \psi\|_{C^0} = C_\ell 2^{k\ell} \quad \text{for every } \ell \in \mathbb{N}. \tag{15}
\end{equation}

The $C^0$ estimate of $h_k$ follows trivially from (12a), since
\begin{equation}
|h_k(q)| \leq \sum_{j \in A_i} \|\psi_j\|_{C^0} \|g_j\|_{C^0} \leq C.
\end{equation}
As for the $C^1$ estimate, we write the first derivative of $h_k$ as follows,

$$Dh_k(q) = \sum_{j \in A_i} (D\psi_j(q) g_j(q) + \psi_j(q) Dg_j(q))$$

$$+ \left( \sum_{j \in A} (D\psi_j(q)(g_j(q) - g_i(q)) + \psi_j(q) Dg_j(q)) \right)_{(13)},$$

from which, using (12a), (12b) and (15), we deduce

$$|Dh_k(q)| \leq \sum_{j \in A_i} (\|D\psi_j\|_{C^0} \|g_i - g_j\|_{C^0} + \|\psi_j\|_{C^0} \|Dg_j\|_{C^0}) \leq C.$$  

With analogous computations, we obtain

$$|D^2h_k(q)| \leq \sum_{j \in A_i} (\|D^2\psi_j\|_{C^0} \|g_i - g_j\|_{C^0} + \|D\psi_j\|_{C^0} \|Dg_j - Dg_i\|_{C^0} +$$

$$+ \|\psi_j\|_{C^0} \|D^2g_i\|_{C^0}) \leq C,$$

$$|D^3h_k(q)| \leq \sum_{j \in A_i} (\|D^3\psi_j\|_{C^0} \|g_i - g_j\|_{C^0} + \|D^2\psi_j\|_{C^0} \|Dg_j - Dg_i\|_{C^0} +$$

$$+ \|\psi_j\|_{C^0} \|D^2g_i\|_{C^0} \|Dg_j\| - Dg_i\|_{C^0} \|Dg_j\|_{C^0} \|Dg_j - Dg_i\|_{C^0} +$$

$$+ \|\psi_j\|_{C^0} \|D^2g_i\|_{C^0} \|Dg_j\|_{C^0}) \leq C 2^{k(1-\alpha)},$$

where $C$ is a constant independent of $k$.

Now, let $q, q' \in B_{1/2}$ and consider the cubes $Q_i$ and $Q_j$ such that $q \in Q_i$ and $q' \in Q_j$. If the two cubes are adjacent, then we have $|q - q'| \leq C 2^{-k}$ and, therefore,

$$|D^3h_k(q) - D^3h_k(q')| \leq \|D^4h_k\|_{C^0} |q - q'|$$

$$\leq C 2^{k(1-\alpha)} |q - q'|$$

$$\leq C |q - q'|^\alpha.$$  

If $Q_i$ and $Q_j$ are not adjacent, then $2 |q - q'| \geq \max\{\epsilon_i - \epsilon_j, 2^{-k}\}$. Since $\text{supp}(\psi) \subset [-\frac{3}{4}, \frac{3}{4}]$, $D^3h_k(c_i) = D^3g_i(c_i)$ for every $i$ and from (12c) it follows that

$$|D^3h_k(q) - D^3h_k(q')| \leq |D^3h_k(q) - D^3h_k(c_i)| + |D^3g_i(c_i) - D^3g_j(c_j)| +$$

$$+ |D^3h_k(c_j) - D^3h_k(q')| \leq C 2^{-k} \|D^4h_k\|_{C^0} + C |\epsilon_i - \epsilon_j|$$

$$\leq C 2^{-\alpha} |\epsilon_i - \epsilon_j|$$

$$\leq C |q - q'|^\alpha.$$  

This concludes the proof of (14). We finally come to the convergence of the graphs of $h_k$ in the sense of currents. Obviously, by compactness we can assume that a subsequence of $h_k$ (not relabelled) converges in the $C^3(Q)$ norm to some limiting $C^3, \alpha$ function $h$. On the other hand, by Corollary 2.4 and Proposition 2.1, it follows easily that the support of $TL(Q \times \mathbb{R}^n) \cap B_{1/2}$ is contained in the graph of $h$. But then, by the Constancy Theorem, $TL(Q \times \mathbb{R}^n) \cap B_{1/2}$ must coincide with an integer multiple of the graph of $h$. Our assumptions imply easily that the multiplicity is necessarily 1.
4. \textit{L}^1\text{-estimate.} The rest of the paper is devoted to the proof of Proposition 3.3. A fundamental point is an estimate for the \textit{L}^1-distance between the harmonic function \( \hat{f} \) introduced in step (I_2) of the approximation scheme and the function \( f \) itself. A preliminary step is the following estimate on the Laplacian of \( \hat{f} \), which is a simple consequence of the first variation formula for area-minimizing currents.

**Lemma 4.1.** There exists \( \delta, \gamma, C, \lambda > 0 \) such that, if \((p, 8\rho, \pi)\) is admissible and \( \hat{f} \) is as in (I_1), then

\[
\|\Delta \hat{f}\|_{C^0(B_{6\rho}^c)} \leq C \rho^{1+\lambda},
\]

(16)

\[
\int_{B_{6\rho}} \left| \int_{B_{\rho}(w)} Df(z) \cdot D\gamma(w - z) \, dz \right| \, dw \leq C E^{1+\eta} \rho^m \|D\gamma\|_{L^1}, \quad \forall \gamma \in C_c^1(B_{\rho}, \mathbb{R}^n),
\]

(17)

where \( \eta \) is the constant in Proposition 2.1 and \( E = Ex(T, B_{6\rho}(p), \pi) \).

**Proof.** Let \( \mu \) be the measure defined by \( \mu(A) := \|T\|(A \times \pi^\perp) \). We start showing that the approximation \( f \) given by Proposition 2.1 satisfies

\[
\left| \int Df \cdot D\kappa \right| \leq C \int |D\kappa||Df| \, dx + C \int |D\kappa| \chi_\delta T, B_{\rho}(p) \, (dx + d\mu),
\]

(18)

for every \( \kappa \in C_c^1(B_{\rho}, \mathbb{R}^n) \). Consider the vector field \( \chi(x, y) = (0, \kappa(x)) \). From the minimality of the current \( T \), we infer that the first variation of the mass in direction \( \chi \) vanishes, \( \delta T(\chi) = 0 \). We set \( T_f = \text{graph}(f) \). Since \( \delta T(\chi) = 0 \), we get

\[
\left| \int Df \cdot D\varphi \right| \leq \left| \int Df \cdot D\varphi - \delta T_f(\chi) \right| + |\delta T(\chi) - \delta T_f(\chi)|.
\]

(19)

The first variation \( \delta T_f(\chi) \) is given by the formula

\[
\int_{C_{\rho}} \text{div}_{T_f} \chi \, dt \leq \frac{d}{ds} \left| \int_{B_{6\rho}} \sqrt{1 + |Df + sD\kappa|^2 + \sum_{|\alpha| \geq 2} M_\alpha(Df + sD\kappa)^2} \, dx \right|
\]

\[
= \int_{B_{6\rho}} \frac{Df \cdot D\kappa + \sum_{|\alpha| \geq 2} M_\alpha(Df) \frac{d}{ds} \big|_{s=0} M_\alpha(Df + sD\kappa)}{\sqrt{1 + |Df|^2 + \sum_{|\alpha| \geq 2} M_\alpha(Df)^2}}.
\]

It follows then that

\[
\left| \int_{C_{\rho}} \text{div}_{T_f} \chi \, dt \right| - \left| \int_{B_{6\rho}} Df \cdot D\kappa \right| \leq \int_{B_{6\rho}} |Df||D\kappa| \left( \sqrt{1 + |Df|^2 + \sum_{|\alpha| \geq 2} M_\alpha(Df)^2} - 1 \right) +
\]

\[
+ \left| \int_{B_{6\rho}} \sum_{|\alpha| \geq 2} M_\alpha(Df) \frac{d}{ds} \big|_{s=0} M_\alpha(Df + sD\kappa) \right|
\]

\[
\leq C \int_{B_{6\rho}} |D\kappa||Df|^3.
\]

We next estimate the second term in the right hand side of (19):

\[
|\delta T(\chi) - \delta T_f(\chi)| \leq \int_{B_{6\rho} \times \mathbb{R}^n} \text{div}_{\hat{f}} \chi \, dt \int_{B_{6\rho} \times \mathbb{R}^n} \text{div}_{T_f} \chi \, dt
\]

\[
\leq \int_{B_{6\rho} \times \mathbb{R}^n} |D\kappa| \, dx \, d\mu(x) + C \int_{B_{6\rho} \times \mathbb{R}^n} |D\kappa| \, dx,
\]
where we have used the Lipschitz bound on $f$ to estimate the second integral in the right hand side of the first line. This concludes the proof of (18).

We now come to the proof of (16). From (18) and Proposition 2.1, it follows straightforwardly that

\[ \left\| \hat{B}_6 \rho Df \cdot D\kappa \right\| \leq CE^{1+\eta} \rho^m \| \kappa \|_{L^\infty} \text{ for every } \kappa \in C^1_c(B_{6\rho}, \mathbb{R}^n). \]  

Then, putting together the previous estimates, we conclude that

\[ \| \Delta \hat{f} \|_{L^\infty(B_{5\rho})} = \sup_{\gamma \in C^1_c(B_{5\rho}), \|\gamma\|_{L^1} \leq 1} \int \hat{f} \cdot D\gamma \leq C \rho \| \Delta \hat{f} \|_{L^\infty} \leq C \rho^{2+2\delta(1+\eta)} - 1. \]

Therefore, (16) follows choosing $\delta$ sufficiently small with respect to $\eta$.

For the proof of (17), it is enough to notice that, from (18) and Proposition 2.1, we get

\[ \left\| \hat{B}_5 \rho \hat{f}(z) \cdot D\gamma(w - z) dz \right\| \leq C \rho \| \Delta \hat{f} \|_{L^\infty} \leq C \rho^{2+2\delta(1+\eta)} - 1. \]

Now we come to the $L^1$-estimate for the harmonic approximation $\hat{f}$.

**Proposition 4.2.** Let $(p, 8\rho, \pi)$ be admissible and $\bar{f}$ be as in (I2). Then, there exists $\alpha > 0$ such that

\[ \| \bar{f} - f \|_{L^1(B_{4\rho})} \leq C \rho^{m+3+\alpha}. \]  

**Proof.** First we estimate the $L^1$ distance between $\bar{f}$ and $\hat{f}$. Using the Poincaré inequality and a simple integration by parts, we infer that

\[ \| \bar{f} - \hat{f} \|_{L^1(B_{4\rho})}^2 \leq C \rho^{m+2} \| \nabla (\bar{f} - \hat{f}) \|_{L^2(B_{4\rho})}^2 = C \rho^{m+2} \int_{B_{4\rho}} \Delta \hat{f} (\bar{f} - \hat{f}), \]

from which

\[ \bar{f} - \hat{f} \|_{L^1(B_{4\rho})} \leq C \rho^{2+m} \| \Delta \hat{f} \|_{L^\infty} \leq C \rho^{m+3+\lambda}. \]

In order to prove (21), then it is enough to prove the following inequality,

\[ \| \bar{f} - f \|_{L^1(B_{4\rho})} \leq C \rho^{m+3+\alpha}. \]  

\[ \Box \]
For every \( z \in B_{4\rho} \), from the definition of \( \hat{f} \) we have
\[
\hat{f}(z) - f(z) = \int \varphi_{\rho}(z - y)(f(y) - f(z)) \, dy.
\tag{23}
\]

To simplify the notation assume \( z = 0 \) and rewrite (23) as
\[
\hat{f}(0) - f(0) = \hat{\varphi}_{\rho}(y) \frac{\partial f}{\partial r} \left( \frac{y}{|y|} \right) \, dy
\]
\[
= \int \varphi_{\rho}(y) \int_0^1 \nabla f(\tau y) \cdot y \, d\tau \, dy
\]
\[
= \int \int_0^1 \varphi_{\rho} \left( \frac{w}{\sigma} \right) \nabla f(w) \cdot \frac{w}{\sigma^{m+1}} \, d\sigma \, dw
\]
\[
= \int \nabla f(w) \cdot w \left( \int_0^1 \varphi_{\rho} \left( \frac{w}{\sigma} \right) \sigma^{-m-1} \, d\sigma \right) \, dw.
\]

More generally, for every \( z \in B_{4\rho} \), we have
\[
\hat{f}(z) - f(z) = \int \nabla f(w) \cdot \Phi(w - z) \, dw
\]
and
\[
\| \hat{f} - f \|_{L^1(B_{4\rho})} \leq \int_{B_{4\rho}} \left| \int \nabla f(w) \cdot \Phi(w - z) \, dw \right| \, dz.
\]

Since \( \varphi \) is radial, the function \( \Phi \) is a gradient. Indeed, it can be easily checked that, for any \( \psi \), the vector field \( \psi(|w|) w \) is curl-free. Moreover, \( \text{supp} (\Phi) \) is compactly contained in \( B_\rho \). Hence, we can apply (17) and get
\[
\| \hat{f} - f \|_{L^1(B_{4\rho})} \leq C E^{1 + \eta} \rho^m \| \Phi \|_{L^1}.
\tag{24}
\]

By a simple computation,
\[
\| \Phi \|_{L^1} = \int_{\mathbb{R}^m} \int_0^1 |w| \varphi \left( \frac{w}{\rho \sigma} \right) \rho^{-m} \sigma^{-m-1} \, d\sigma \, dw = \rho \int_{\mathbb{R}^m} \int_0^1 |y| \varphi(y) \, d\sigma \, dy.
\]
The last integral is a constant which depends only on \( \varphi \). Thus, (22) follows from (24).

A simple consequence of the \( L^1 \)-estimate is a comparison between harmonic approximations at different scales.

**Corollary 4.3.** Assume \((p, 16r, \pi)\) is an admissible triple and let \( \bar{f}_1 \) and \( \bar{f}_2 \) be as in (I2), with \( \rho = r \) and \( \rho = 2r \) respectively. Then, if \( p = (q, u) \in \pi \times \pi^\perp \),
\[
\sum_{\ell=0}^4 r^{\ell-3-\alpha} \| D^\ell \bar{f}_1 - D^\ell \bar{f}_2 \|_{C^0(B_{2^\ell r}^m(q))} \leq C.
\tag{25}
\]

**Proof.** It is enough to show that
\[
\| \bar{f}_1 - \bar{f}_2 \|_{L^1(B_{2r})} \leq C r^{m+3+\alpha},
\tag{26}
\]
because then the conclusion of the lemma follows easily from the classical mean-value property of harmonic functions. Clearly, from the admissibility of \((p, 16r, \pi)\) and Corollary 2.4, it follows that \( |\pi - \pi_p| \leq C r^{2-2s} \). Hence, always by the same
corollary $E_2 := \text{Ex}(T, B_{16r}(p), \pi) \leq C r^{2-2\delta}$. Then, in view of Proposition 4.2, in order to show (26), it suffices to prove
\[ \|f_1 - f_2\|_{L^1(B_{2r})} \leq C r^{m+3+\alpha}. \] (27)
Note first that $f_1$ and $f_2$ coincide on a set $K$ with $|B_{2r} \setminus K| \leq CE_2^{1+\eta} r^m$. Moreover, since the Lipschitz constants of $f_1$ and $f_2$ are bounded by a universal constant $C$, we have $|f_1(z) - f_2(z)| \leq Cr$ for every $z \in B_{2r}$. Therefore, we conclude (27) from
\[ \|f_1 - f_2\|_{L^1(B_{2r})} \leq C r E_2^{1+\eta} r^m \leq C r^{m+1+(1+\eta)(2-2\delta)}. \]
\[ \square \]

5. Proof of Proposition 3.3. The proof of (12a) in Proposition 3.3 is given by a simple iteration of Corollary 4.3 on dyadic balls.

Lemma 5.1. Let $g_1, g_2$ be respectively the $(p, \rho, \pi)$- and the $(p, 2^N \rho, \pi)$-interpolation (under the assumption of admissibility (4)). Then, for $p = (q', u') \in \pi_0 \times \pi_0^-$, it holds
\[ \|g_1\|_{C^3} + \rho^{1-\alpha} \|D^4 g_1\|_{C^0} \leq C, \] (28)
\[ \|D^3 g_1(q') - D^3 g_2(q')\| \leq C (2^N \rho)^{\alpha}. \] (29)

Proof. Recalling Lemma 2.6, it suffices to show (28) for the function $\tilde{f}_1$. Let $n_0$ be the biggest integer such that $2^{n_0+3} \rho \leq \frac{1}{2}$ and for every $k \leq n_0 - 1$ set $r_k = 2^k \rho$. If $\pi_k$ is such that $\text{Ex}(T, B_{2r_k}(x), \pi_k) = \text{Ex}(T, B_{2r_k}(x), \pi_k)$, then, by Corollary 2.4 (b), $|\pi - \pi_k| \leq C r_k^{1-\delta}$. Hence, we conclude that the admissibility condition (4) holds with $r = r_k$, so that we can consider the approximation $\tilde{f}_k$ as in (I2) for $r_k$. From Corollary 4.3, we get
\[ \|D^\ell \tilde{f}_k - D^\ell \tilde{f}_{k+1}\|_{C^0(B_{5r_k/2}(q))} \leq C r_k^{3+\alpha-\ell} \leq C 2^{-(n_0-k)(3+\alpha-\ell)}, \] (30)
for $\ell \in \{0, 1, 2, 3, 4\}$. Note that the series $\sum_2^{-i(3+\alpha-\ell)}$ is summable for $\ell \leq 3$. Therefore, $\|\tilde{f}_k\|_{C^3} \leq C + \|\tilde{f}_{n_0}\|_{C^3}$. On the other hand, since $r_{n_0} > 1/32$, it is easy to see that $\|\tilde{f}_{n_0}\|_{C^3} \leq C$ for some universal constant $C$, so that $\|\tilde{f}_k\|_{C^3} \leq C$. In the same way we have $\|D^4 \tilde{f}_k\|_{C^0} \leq C \rho^{\alpha-1}$. Then, (28) follows from Lemma 2.6 (c).

Finally, Corollary 4.3 obviously implies that
\[ \int_{B_{5r_k/2}(q)} |\tilde{f}_k - \tilde{f}_{k+1}| \leq C r_k^{m+3+\alpha}. \] (31)
Hence, using again Lemma 2.6, we conclude
\[ \int_{B_{r_k}(q')} |g_k - g_{k+1}| \leq C r_k^{m+3+\alpha}. \] (32)
Let $P_k$ and $P_{k+1}$ be the third order Taylor polynomials at $q'$ of $g_k$ and $g_{k+1}$. From the estimate $\|D^4 g_k\|, \|D^4 g_{k+1}\| \leq C r_k^{\alpha-1}$ and (32), we easily infer
\[ \int_{B_{r_k}(q')} |P_k - P_{k+1}| \leq C r_k^{m+3+\alpha}. \]
Hence, applying Lemma 2.7, we then get
\[ |D^3 g_k(q') - D^3 g_{k+1}(q')| = |D^3 g_k(q') - D^3 P_k(q') - D^3 P_{k+1}(q')| \leq C r_k^\alpha. \] (33)
Arguing as above, the estimate (29) follows from (33) and a simple iteration. \[ \square \]
The final step in the proof of Proposition 3.3 consists in comparing two different interpolating functions defined at the same scale but for nearby balls and varying planes $\pi$. We do this in the following two separate lemmas.

**Lemma 5.2.** Let $g_1$ and $g_2$ be the $(p, \rho, \pi)$- and $(p, \rho, \pi')$-interpolating functions where as usual $(p, 8p, \pi)$ and $(p, 8p, \pi')$ are admissible. Then,

$$
\sum_{\ell=0}^{3} \rho^{\ell-3-\alpha} \|D^\ell g_1 - D^\ell g_2\|_{C^0(B^m_p(q))} \leq C. \quad (34)
$$

**Proof.** As before, we first show that

$$
\|g_1 - g_2\|_{L^1(B_{3/2p}(q))} \leq C \rho^{m+3+\alpha}. \quad (35)
$$

Denote by $f_1, f_2$ the Lipschitz approximations given by Proposition 2.1 in the coordinates associated to $\pi, \pi'$ and let $h_1, h_2 : B_p(q) \to \pi_0^\bot$ be the Lipschitz functions whose graphs coincide with the graphs of $f_1$ and $f_2$ respectively. From Lemma 2.6 and Proposition 4.2, we have

$$
\|g_i - h_i\|_{L^1(B_{3/2p}(q))} \leq \|f_i - \tilde{f}_i\|_{L^1(B_{2p}(q_i))} \leq C \rho^{m+3+\alpha},
$$

where $(q_1, u_1), (q_2, u_2)$ and $(q, u)$ are the coordinates of $p$ in $\pi \times \pi^\bot, \pi' \times \pi^\bot$ and $\pi_0 \times \pi_0^\bot$ respectively. Therefore, for (35) it is enough to show

$$
\|h_1 - h_2\|_{L^1(B_{3/2p}(q))} \leq C \rho^{m+3+\alpha}.
$$

To see this, consider the set $A = \{h_1 \neq h_2\}$. From Proposition 2.1 if follows that

$$
|A| \leq \mathcal{H}^m(\text{graph}(h_1) \triangle \text{graph}(h_2)) \leq C \rho^{m+2+\alpha}.
$$

Then, if $x, y \in B_{3p/2} \setminus A$, since $h_1(y) = h_2(y)$ and $\text{Lip}(h_i) \leq C$, we have

$$
|h_1(x) - h_2(x)| \leq |h_1(x) - h_1(y)| + |h_2(y) - h_2(x)| \leq C|y - x| \leq C \rho,
$$

from which $\|h_1 - h_2\|_{L^1(B_{3/2p}(q))} \leq C \rho |A| \leq C \rho^{m+3+\alpha}$.

From (35) we are ready to conclude. Let $x \in B_p(q)$ and $P_i$ be the third order Taylor expansions of $g_i$ at $x$. Arguing as in Lemma 5.1, we conclude

$$
\|P_1 - P_2\|_{L^1(B_{p/2}(x))} \leq C \rho^{m+3+\alpha}.
$$

Using Lemma 2.7 we then conclude

$$
|D^k P_1(x) - D^k P_2(x)| \leq C \rho^{3-k+\alpha} \quad \text{for} \quad k \in \{0, 1, 2, 3\}. \quad (36)
$$

On the other hand, since $D^k P_i(x) = D^k g_i(x)$, (36) implies the desired estimates. \(\square\)

**Lemma 5.3.** Let $g_1$ and $g_2$ be, respectively, the $(p, \rho, \pi)$- and $(p', \rho, \pi)$-interpolating functions, where $(p, \rho, \pi)$ and $(p', \rho, \pi)$ are admissible. Assume that $p = (q, u)$, $p' = (q', u')$ with $|q - q'| \leq \rho/16$. Then,

$$
\sum_{\ell=1}^{4} \rho^{\ell-3-\alpha} \|D^\ell g_1 - D^\ell g_2\|_{C^0(B^m_p(q_0) \cap B^m_{p'}(q_0))} \leq C. \quad (37)
$$

The proof of this lemma exploits only a portion of the same computations used for Lemma 5.2 and is left to the reader.

The proof of (12b) follows straightforwardly from Lemma 5.2 and Lemma 5.3; while the proof of (12c) is given below.
Proof of (12c). Consider $R := 16|q - q'|$ and let $h$, $k$ and $h'$ be the $(q, R, \pi)$-, $(q, R, \pi')$- and $(q', R, \pi')$-interpolations, respectively. By Corollary 2.4, if $|q - q'|$ is small enough, we can apply Lemma 5.2 and Lemma 5.3 to conclude that

$$|D^3h(q) - D^3k(q)| + |D^3k(q') - D^3h'(q')| \leq CR^3.$$

On the other hand, by (12a), $\|D^3k\| \leq CR^{\alpha - 1}$, and so $|D^3h(q) - D^3h'(q')| \leq R^\alpha$. Since by Lemma 5.1 we know that $|D^3g(q) - D^3h(q)| \leq CR^\alpha$ and $|D^3g'(q') - D^3h'(q')| \leq CR^\alpha$, the desired conclusion follows.

\[\square\]

Appendix A. De Giorgi’s regularity result. In this section we provide a proof of De Giorgi’s regularity Theorem 1.1 in its more refined version of Corollary 2.4. The overall strategy proposed here is essentially De Giorgi’s celebrated original one [2]; however, in many points we get advantage from some new observations contained in our recent work [3].

In the following we keep the conventions of the rest of the paper, but we use the various Greek letters $\alpha$, $\beta$, \ldots for other parameters and other functions. Moreover, given a current $T$ in $\mathbb{R}^{m+n}$, a Borel set $A \subset \mathbb{R}^{m+n}$ and a simple $m$-vector $\tau$, we define the following excess measures:

$$e(T, A, \tau) := \frac{1}{2} \int_A |\tilde{T} - \tau|^2 d\|T\| \quad \text{and} \quad e(T, A) := \min_{\|\tau\|=1} e(T, A, \tau).$$

A.1. Lipschitz approximation. In this section we prove Proposition 2.1. To this aim, we assume without loss of generality that $\pi = \pi_0$ and consider an area-minimizing integer rectifiable $m$-dimensional current $T$ in $C^r$ such that

$$\partial T = 0, \quad \mathcal{P}(T) = [B^m_r] \quad \text{and} \quad E := \text{Ex}(T, C^r) < 1,$$

where $\mathcal{P} : \mathbb{R}^{m+n} \to \mathbb{R}^m$ is the orthogonal projection.

The proof is in the spirit of the approximation result in [3] and is made in three steps.

A.1.1. BV estimate. Consider the push-forwards into the vertical direction of the 0-slices $(T, \mathcal{P}, x)$ through the projection $\mathcal{P} : \mathbb{R}^{m+n} \to \mathbb{R}^n$:

$$T_x := \mathcal{P} \cdot (T, \mathcal{P}, x).$$

These integer 0-currents (i.e. sums of Dirac deltas with integer coefficients) are characterized by the following identity (see [6, Section 28]):

$$\int_{B^m_r} (T_x, \psi) \varphi(x) \, dx = \langle T, \varphi(x) \psi(y) \rangle \, dx \quad \text{for every} \ \varphi \in C_c^\infty(B^m_r), \ \psi \in C_c^\infty(\mathbb{R}^n).$$

Lemma A.1. For every $\varphi \in C_c^\infty(\mathbb{R}^n)$ with $\|D\varphi\|_\infty \leq 1$, the function $\Phi_\varphi$ defined by $\Phi_\varphi(x) := \langle T_x, \psi \rangle$ belongs to $BV(B^m_r)$ and

$$\left(\|D\Phi_\varphi\|(A)\right)^2 \leq 2e(T, A \times \mathbb{R}^n, \mathcal{E}_m) \|T\|(A \times \mathbb{R}^n) \quad \text{for every open} \ A \subset B^m_r. \quad (38)$$

Proof. For $\varphi \in C_c^\infty(A, \mathbb{R}^m)$, note that $(\text{div} \varphi(x)) \, dx = d\alpha$, where

$$\alpha = \sum_j \varphi_j \, dx^j \quad \text{and} \quad dx^j = (-1)^{j-1} dx^1 \wedge \cdots \wedge dx^{j-1} \wedge dx^{j+1} \wedge \cdots \wedge dx^m.$$
Hence, from the characterization of the slices $T_x$, it follows that
\[
\int_A \Phi_\psi(x) \text{div} \varphi(x) \, dx = \int_{B_r} \langle T_x, \psi(y) \rangle \text{div} \varphi(x) \, dx
\]
\[
= \langle T, \psi(x) \rangle \text{div} \varphi(x) \, dx
\]
\[
= \langle T, \psi \, d\alpha \rangle
\]
\[
= \langle T, d(\psi \, \alpha) \rangle - \langle T, d\psi \wedge \alpha \rangle = -\langle T, d\psi \wedge \alpha \rangle,
\]
where in the last equality we used the hypothesis \( \partial T = \emptyset \) on \( B_m \times \mathbb{R}^n \).

Now, observe that the \( m \)-form \( d\psi \wedge \alpha \) has no \( dx \) component, since
\[
d\psi \wedge \alpha = \sum_{j=1}^m \sum_{i=1}^n \frac{\partial \psi}{dy^i}(y) \varphi_j(x) \, dy^i \wedge \hat{e}_j.
\]
Write \( \vec{T} = (\vec{T} \cdot \vec{e}_m) \vec{e}_m + \vec{S} \) (see [6, Section 25] for the scalar product on \( m \)-vectors).

We then conclude that
\[
\langle T, d\psi \wedge \alpha \rangle = \langle \vec{S} \cdot ||T||, d\psi \wedge \alpha \rangle.
\]
Moreover,
\[
\int_{A \times \mathbb{R}^n} ||\vec{S}||^2 \, d||T|| = \int_{A \times \mathbb{R}^n} \left( 1 - (\vec{T} \cdot \vec{e}_m)^2 \right) \, d||T||
\]
\[
\leq 2 \int_{A \times \mathbb{R}^n} \left( 1 - (\vec{T} \cdot \vec{e}_m) \right) \, d||T||
\]
\[
= 2 e(T, A \times \mathbb{R}^n, \vec{e}_m).
\]
If \( ||\varphi|| \leq 1 \), then \( |d\psi \wedge \alpha| \leq ||D\psi|| \ ||\varphi||_\infty \leq 1 \). Hence, by Cauchy–Schwartz inequality
\[
\int_A \Phi_\psi(x) \text{div} \varphi(x) \, dx \leq \langle T, d\psi \wedge \alpha \rangle \leq \langle \vec{S} \cdot ||T||, d\psi \wedge \alpha \rangle
\]
\[
\leq |d\psi \wedge \alpha| \int_{A \times \mathbb{R}^n} ||\vec{S}||^2 \, d||T||
\]
\[
\leq \left( \int_{A \times \mathbb{R}^n} ||\vec{S}||^2 \, d||T|| \right)^{\frac{1}{2}} \sqrt{M(T \mathbb{L}(A \times \mathbb{R}^n))}
\]
\[
\leq \sqrt{2 e(T, A \times \mathbb{R}^n, \vec{e}_m)} \sqrt{M(T \mathbb{L}(A \times \mathbb{R}^n))}.
\]
Taking the supremum over all \( \varphi \) with \( L^\infty \)-norm less or equal 1, we conclude (38).

A.1.2. Maximal Function truncation. Here, we show how we determine the Lipschitz approximation. Given \( \alpha > 0 \), we set
\[
M_T(x) := \sup_{B_m^n(x) \subset B_r^n} \text{Ex}(T, C_\alpha(x)),
\]
\[
K := \{ x \in B_r^n : M_T(x) \leq E^{2\alpha} \} \quad \text{and} \quad L := \{ x \in B_r^n : M_T(x) > E^{2\alpha} / 2^m \}.\]
Lemma A.2. Let $0 < \alpha < \frac{1}{2}$ and $r' = r(1 - E^{1 - 2\alpha})$. Then, there exists $h : B_r \to \mathbb{R}^n$ such that:

\[
\text{Lip}(h) \leq C E^\alpha \quad \text{and} \quad \text{graph}(h|_K) = T\mathbb{L}(K \times \mathbb{R}^n),
\]

\[
|B_s \setminus K| \leq \frac{5^m}{E^{2\alpha}} c_3 (L \cap B_{s + r E^{1 - 2\alpha}} \times \mathbb{R}^n, \mathcal{C}_m) \leq 5^m E^{1 - 2\alpha} r_m \quad \forall s \leq r'. \quad (43)
\]

Proof. Note that $x \notin K$ if and only if there exists $0 < r_x < r E^{1 - 2\alpha}$ such that:

\[
E^{2\alpha} \leq \frac{e(T, \mathcal{C}_{r_x}(x), \mathcal{C}_m)}{\omega_m r_m x} \leq \frac{e(T, \mathcal{C}_r, \mathcal{C}_m)}{\omega_m r_m x} = \frac{r_m E}{r_m x}.
\]

Hence, recalling the standard Maximal Function estimate (see, for example, [7]), we deduce easily (43).

In order to define the approximation $h$, recall that $\int_A \|T_x\| \leq \|T\|(A \times \mathbb{R}^n)$ for every open set $A$ (cp. to [6, Lemma 28.5]). Therefore,

\[
\|T_x\| \leq \lim_{r \to 0} \frac{\|T\|(\mathcal{C}_r(x))}{\omega_m r_m x} \leq M_T(x) + 1 \quad \text{for almost every } x.
\]

Hence, since $E < 1$ and $\mathcal{P}_T B_r = \{B_r\}$, we have that $1 \leq \|T_x\| < 2$ for almost every point in $K$. Thus, $T_x = \delta_{g(x)}$ for some measurable function $g$.

By Lemma A.1, for every $\psi \in C_c^\infty(\mathbb{R}^n)$ with $\|D\psi\|_{L^n} \leq 1$,

\[
M(|D\Phi_\psi|)(x)^2 = \sup_{0 < s \leq r - |x|} \left( \frac{|D\Phi_\psi|(B_s(x))}{|B_s|} \right)^2 \leq 2 \frac{e(T, \mathcal{C}_s(x), \mathcal{C}_m)}{|B_s|^2} \leq 2 M_T(x) \leq C M_T(x).
\]

Therefore, by a standard argument (see, for instance, [4, 6.6.2]), this implies the existence of a constant $C > 0$ such that, for every $x, y \in K$ Lebesgue points of $\Phi_\psi$,

\[
|\Phi_\psi(x) - \Phi_\psi(y)| = |\psi(g(x)) - \psi(g(y))| \leq C E^\alpha |x - y|.
\]

Taking the supremum over a dense, countable set of $\psi \in C_c^\infty(\mathbb{R}^n)$ with $\|D\psi\|_{L^n} \leq 1$, we deduce that

\[
|g(x) - g(y)| \leq C E^\alpha |x - y|. \quad (44)
\]

We can hence extend $g$ to all $B_r$, obtaining a Lipschitz function $h$ with Lipschitz bound $C E^\alpha$. Clearly, since $h|_K = g|_K$ and $T_x = \delta_{g(x)}$, we conclude $\text{graph}(h|_K) = T\mathbb{L}(K \times \mathbb{R}^n)$.

Remark A.3. Note that from Lemma A.2 it follows that

\[
\int_{B_{r'}} |Dh|^2 \leq C E r_m
\]

and

\[
\|T - \text{graph}(h)||\mathcal{C}_{r'}(x) \leq C E^{1 - 2\alpha} r_m.
\]

for some dimensional constant $C > 0$. 

A.1.3. Proof of Proposition 2.1. We start fixing positive constants $\alpha, \sigma, \theta, \gamma$ such that

$$\sigma, \gamma < \frac{1 - 2\alpha}{2m}, \ 2\sigma < \theta < \gamma \quad \text{and} \quad \frac{1 - 2\alpha - \sigma}{m - 1} m > 1.$$  \hfill (47)

Consider the Lipschitz approximation $h$ given by Lemma A.2 corresponding to the exponent $\alpha$ (we keep the same notation as above). By a slicing argument, we find $s \in [r(1 - E^\sigma), r(1 - E^\theta)]$ such that

$$\int_{B_{s + rE^\sigma} \setminus B_{s + 2rE^\theta}} |Dh|^2 \leq C E^\sigma \int_{B_{r, \gamma}} |Dh|^2 \leq C E^{1 + \sigma} r^m \hfill (48)$$

and $$M((T - \text{graph}(h)) \cap \partial B_s) \leq C E^{1 - 2\alpha - \sigma} r^{m - 1}. \hfill (49)$$

(With a slight abuse of notation, we write $(T - \text{graph}(h)) \cap \partial B_s$ in place of the more correct $(T - \text{graph}(h), \varphi, s)$, where $\varphi(x) = |x|$.)

Moreover, setting for a standard kernel $\varphi$

$$g(x) = \begin{cases} h * \varphi_{rE^\gamma} & \text{if } x \in B_{s - rE^\gamma}, \\ \frac{|x| - r}{r} \varphi_{rE^\gamma} h(x) + \frac{r - |x|}{r} h * \varphi_{rE^\gamma}(x) & \text{if } x \in B_s \setminus B_{s - rE^\gamma}, \end{cases}$$

it is simple to verify that $\text{Lip}(g) \leq C E^\alpha$ and, furthermore,

$$\int_{B_s} |Dg|^2 \leq \int_{B_s \setminus L} |Dh|^2 + C E^{1 + \sigma} r^m, \quad \hfill (50)$$

for some $\delta > 0$, where $L$ is as in Lemma A.2. Indeed, we can estimate the energy of $g$ in two steps as follows. First in the annulus $B_s \setminus B_{s - rE^\gamma}$:

$$\int_{B_s \setminus B_{s - rE^\gamma}} |Dg|^2 \leq C \int_{B_s \setminus B_{s - rE^\gamma}} |Dh|^2 +$$

$$+ C \int_{B_s \setminus B_{s - rE^\gamma}} \frac{|h - h * \varphi_{rE^\gamma}|^2}{r^2 E^{2\theta}}$$

$$\leq C \int_{B_{s + rE^\gamma} \setminus B_{s + 2rE^\gamma}} |Dh|^2 + C r^2 E^{2\gamma} \int_{B_r} |Dh|^2$$

$$\leq C (E^{1 + \sigma} + E^{1 + 2\gamma - 2\theta}) r^m. \quad \hfill (45)$$

Hence, in $B_{s - rE^\gamma}$:

$$\int_{B_{s - rE^\gamma}} |Dg|^2 \leq \int_{B_{s - rE^\gamma}} (|Dh| * \varphi_{rE^\gamma})^2$$

$$= \int_{B_{s - rE^\gamma}} (|Dh| * \mathbf{1}_{B_s \setminus L} + |Dh| * \mathbf{1}_{B_s \cap L} * \varphi_{rE^\gamma})^2$$

$$\leq 2 \int_{B_{s - rE^\gamma}} (|Dh| * \mathbf{1}_{B_s \setminus L} * \varphi_{rE^\gamma})^2 +$$

$$+ 2 \int_{B_{s - rE^\gamma}} (|Dh| * \mathbf{1}_{B_s \cap L} * \varphi_{rE^\gamma})^2,$$

where the first term is estimated in turn as

$$\int_{B_{s - rE^\gamma}} (|Dh| * \mathbf{1}_{B_s \setminus L} * \varphi_{rE^\gamma})^2 \leq \int_{B_s} (|Dh| * \mathbf{1}_{B_s \setminus L})^2 \leq \int_{B_s \setminus L} |Dh|^2.$$
and the second one as follows,
\[
\int_{B_{s-r}E} (|Dh| 1_{B_x \cap L} \ast \varphi_r E^\gamma)^2 \leq |Dh|_{L^n} \parallel 1_{B_x \cap L} \ast \varphi_r E^\gamma \parallel^2_{L^2} \\
\leq C E^{2\alpha} \parallel \varphi_r E^\gamma \parallel^2_{L^2} \parallel 1_{B_x \cap L} \parallel^2_{L^1} \\
= C E^{2-m} \gamma^{-2} \alpha r^m.
\]

Hence, by the choice of the constants in (47), (50) follows.

Next, we observe that, from \(\partial(T - \text{graph}(h)) \subset \partial B_r = 0\), by the isoperimetric inequality and (49), there is an integer rectifiable current \(R\) such that
\[
\tau \geq \alpha
\]
and the second one as follows,
\[
\int_{B_{s-r}E} (|Dh| 1_{B_x \cap L} \ast \varphi_r E^\gamma)^2 \leq |Dh|_{L^n} \parallel 1_{B_x \cap L} \ast \varphi_r E^\gamma \parallel^2_{L^2} \\
\leq C E^{2\alpha} \parallel \varphi_r E^\gamma \parallel^2_{L^2} \parallel 1_{B_x \cap L} \parallel^2_{L^1} \\
= C E^{2-m} \gamma^{-2} \alpha r^m.
\]

Moreover, being \(g_{\partial B_s} = h_{\partial B_s}\), we can use graph\((g) + R\) as competitor for the current \(T\). In this way we obtain, for a suitable \(\tau > 0\),
\[
\|T\|((C_s) \leq \|B_s\| + \int_{B_s} \frac{|Dg|}{2} + C E^{1+\tau} r^m \\
\leq \|B_s\| + \int_{B_s \cap L} \frac{|Dh|}{2} + C E^{1+\tau} r^m.
\]

On the other hand, again using the Taylor expansion for the area functional,
\[
\|T\|((C_s) = \|T\|((B_s \cap L) \times \mathbb{R}^n) + \||\text{graph}(h)_{B_s \cap L}| \\
\geq \|T\|((B_s \cap L) \times \mathbb{R}^n) + \|B_s \cap L| + \int_{B_s \cap L} \frac{|Dh|}{2} - C E^{1+\tau} r^m.
\]

Hence, from (51) and (52), we deduce
\[
\varepsilon(T, (B_s \cap L) \times \mathbb{R}^n, \bar{e}_m) \leq C E^{1+\tau} r^m.
\]

We are now in the position to conclude the proof of Proposition 2.1. Let \(\beta < \alpha\) be such that \(2\beta < \tau\) and let \(f\) be the Lipschitz approximation given by Lemma A.2 corresponding to \(\beta\). Clearly, (2a) follows once we take \(\eta \leq \beta\). Moreover, since \(\{M_T > E^\beta / 2m\} \subset L\), from (43) and (53) we get (2b) if \(\eta\) is accordingly chosen.

Finally, for (2c), we use again the Taylor expansion of the area functional to conclude:
\[
\|T\|((C_s) - \omega_m s^m - \int_{B_s} \frac{|Df|}{2} \leq \varepsilon(T, (B_s \cap L) \times \mathbb{R}^n, \bar{e}_m) + \\
+ \int_{B_s \cap L} \frac{|Df|}{2} + C E^{1+\beta} r^m \\
\leq C (E^{1+\tau} + E^{1+\beta}) r^m + C E^{2\beta}|B_s \cap L| \\
\leq C E^{1+\eta} r^m.
\]

A.2. Convergence to harmonic functions. Let \((T_l)_{l \in \mathbb{N}}\) be a sequence of minimizing \(m\)-currents in \(B_1 \subset \mathbb{R}^{m+n}\) such that
\[
\partial T_l = 0 \text{ in } B_1, \quad \theta(T_l, 0) = 1 \quad \text{and} \quad \|T_l\|(B_1) \leq \omega_m + \varepsilon_l \quad \text{with} \quad \varepsilon_l \to 0. \tag{54}
\]

It is immediate to see that, up to subsequences, the \(T_l\) converge in the sense of currents to a flat \(m\)-dimensional disk centered at the origin. By the monotonicity
formula, there is also Hausdorff convergence of the supports of $T_l$ to the flat disk in every compact set $C \subset \subset B_1$:

$$\lim_{l \to +\infty} \sup_{x \in C \cap \text{supp}(T_l)} \text{dist}(x, \mathbb{R}^m \times \{0\}) = 0.$$ 

In particular, there exist radii $r_l \to 1$ such that

$$\partial(T_l \cap C_{r_l}) = 0 \quad \text{in} \quad C_{r_l} \quad \text{and} \quad \mathcal{P}_+(T_l \cap C_{r_l}) = \left[ B_{r_l}^m \right].$$

In the following proposition we prove the convergence to a harmonic function for the rescaled Lipschitz approximations.

**Proposition A.4.** Let $T_l$ be as in (54), $E_l := e(T_l, C_{r_l}, e_m)$ and $f_l : B_{r_l}(1 - E_l^n) \to \mathbb{R}^n$ the approximations in Proposition 2.1. The rescaled functions $u_l := \frac{f_l - f_l}{\sqrt{E_l}}$, where $\bar{f}_l = \frac{1}{E_l} \int f_l$ are the averages, converge in $W^{1,2}_{loc}$ to a harmonic function $u$.

**Proof.** Note that, by (45) it follows that $\sup_l \int_{B_r} |Du_l|^2 < \infty$. Hence, since $\int u_l = 0$, by the Sobolev embedding and the Poincaré inequality, there exists a function $u : B_1 \to \mathbb{R}^n$ such that, for every $s < 1$, $u_l \to u$ in $L^2(B_s)$ and $Du_l \to Du$ in $L^2(B_s)$.

Set $D_s = \liminf_l \int_{B_s} |Du_l|^2$. If the proposition does not hold, for some $s < 1$,

(i) either $\int_{B_s} |Du|^2 < D_s$,

(ii) or $u|_{B_s}$ is not harmonic.

Under this assumption, we can find $s_0 > 0$ such that, for every $s \geq s_0$, there exists $v \in W^{1,2}(B_s, \mathbb{R}^n)$ with

$$v|_{\partial B_s} = u|_{\partial B_s} \quad \text{and} \quad \gamma_s := D_s - \int_{B_s} |Dv|^2 > 0. \quad (55)$$

With a slight abuse of notation, we write $(T_l - \text{graph}(f_l)) \cap \partial C_r$ in place of $\langle T_l - \text{graph}(f_l), \varphi, r \rangle$, where $\varphi(z, y) = |z|$. Consider the function $\psi_l$ given by

$$\psi_l(r) := E_l^{-1} M((T_l - \text{graph}(f_l)) \cap \partial C_r) + \int_{\partial B_r} |Du_l|^2 + \int_{\partial B_r} |Du|^2 + \int_{\partial B_r} |u_l - u|^2 - \int_{B_s} |u_l - u|^2,$$

Since from the estimates on the Lipschitz approximation, one gets

$$\|T_l\|(C_{s_l}) - \|\text{graph}(f_l)\|(C_{s_l}) \leq CE_l^{1+\eta},$$

$$\liminf_l \int_{s_0}^{s_1} \psi_l(r) \, dr < \infty.$$ 

Therefore, by Fatou’s Lemma, there is $s \in (s_0, 1)$ and a subsequence, not relabelled, such that $\lim_l \psi_l(s) < \infty$. It follows that:

(a) $\int_{\partial B_s} |u_l - u|^2 \to 0$,

(b) $\int_{\partial B_s} |Du_l|^2 + \int_{\partial B_s} |Du|^2 \leq M$ for some $M < \infty$,

(c) $\| (T_l - \text{graph}(u_l)) \cap \partial B_s \| \leq C E_l$.

Once fixed $s$, we approximate $v$ by a Lipschitz function $w$ such that:

$$\int_{B_s} |Dw|^2 \leq \int_{B_s} |Dv|^2 + \theta, \quad \int_{\partial B_s} |Dw|^2 \leq \int_{\partial B_s} |Dv|^2 + \theta \quad \text{and} \quad \int_{\partial B_s} |w - v|^2 \leq \theta,$$

where $\theta > 0$ will be chosen later. Next, for every given $\delta > 0$ (also to be chosen later), define $\xi_l$ via a linear interpolation so that

$$\text{Lip}(\xi_l) \leq CE_l^{\eta-1/2}, \quad \xi_l|_{\partial B_s} = u_l|_{\partial B_s} \quad \xi_l|_{B_s - \delta} = w|_{B_s - \delta}.$$
It is easy to see that this can be done so that the following estimates hold:
\[
\int_{B_s} |D\xi_l|^2 \leq \int_{B_s} |Dw|^2 + C\delta \int_{\partial B_s} |Dw|^2 + C\delta \int_{\partial B_s} |Du|^2 + C\delta^{-1} \int_{\partial B_s} |w-u|^2 \tag{a),(b)
\]
\[
\leq \int_{B_s} |Dv|^2 + \theta + C\delta M + C\delta^{-1}\theta.
\]
We choose first \(\delta\) and then \(\theta\) so to guarantee that
\[
\limsup_l \int_{B_s} |D\xi_l|^2 \leq \int_{B_s} |Dv|^2 + \gamma_s^2.
\]  
(56)

The functions \(\xi_l\) give the desired contradiction. Set \(z_l := \sqrt{E_l} \xi_l\) and consider the current \(Z_l := \text{graph}(\xi_l)\). Since \(z_l|_{\partial B_s} = f_l|_{\partial B_s}, \partial Z_l = \text{graph}(f_l)|_{\partial B_s}\). Therefore, from (c), \(\|\partial(T_l \mathcal{L} B_s - Z_l)\| \leq CE_l\). From the isoperimetric inequality (see [6, Theorem 30.1]), there exists an integral current \(R_l\) such that
\[
\partial R_l = \partial(T_l \mathcal{L} C_s - Z_l) \quad \text{and} \quad \|R_l\| \leq CE_l^{m/(m-1)}.
\]
Set finally \(W_l = T_l \mathcal{L}(C_t \setminus C_s) + Z_l + R_l\). By construction, it holds \(\partial W_l = \partial T_l\). The Taylor expansion of the area functional and the various estimates achieved give:
\[
\limsup_l \|W_l\| - \|T_l\| \leq \limsup_l \frac{\|W_l\| - \|\text{graph}(f_l)\| + CE_l^{1+\eta}}{E_l}
\]
\[
\leq \limsup_l E_l^{-1} \left\{ \|R_l\| + \int_{B_s} \frac{|Dz_l|^2}{2} - \int_{B_s} \frac{|Df_l|^2}{2} \right\}
\]
\[
\leq \limsup_l \int_{B_s} \frac{|D\xi_l|^2}{2} - D_s
\]
\[
\leq \int_{B_s} |Dv|^2 + \gamma_s^2 - D_s
\]
\[
\leq -\frac{\gamma_s}{2} < 0.
\]
For \(l\) large enough this last inequality contradicts the minimality of the current \(T_l\).

Remark A.5. Note the following easy corollary of Proposition 2.1:
\[
\int_{B_s} |Df|^2 = 2E \omega_m r^m + CE^1+\eta r^m.
\]
Hence, in particular, the harmonic function \(u\) in Proposition A.4 satisfies
\[
\int_{B_s} |Du|^2 \leq 2\omega_m.
\]

A.3. Decay estimate. We start with the following technical lemma.

Lemma A.6. Let \(f : B_s \to \mathbb{R}^n\) be the Lipschitz approximation in Proposition 2.1 and \(S\) the integer current associated to its graph. If \(\tau\) is the unitary \(m\)-vector given by
\[
\tau = \frac{(e_1 + Ae_1) \wedge \cdots \wedge (e_m + Ae_m)}{\|(e_1 + Ae_1) \wedge \cdots \wedge (e_m + Ae_m)\|}, \quad \text{with} \quad A = \int_{B_s} Df, \tag{57}
\]
then, for every \(t \leq s,\)
\[
e(S, C_t, \tau) = \int_{B_t} \frac{|Df - A|^2}{2} + CE^{1+\eta}.
\]
Proof. From the definition of excess and (2b), it follows that

\[ e(S, C_t, \tau) = \|S\|\|C_t\| - \int_{C_t} \langle \overline{S}, \tau \rangle d\|S\| \]
\[ = \int_{B_t} \frac{|Df|^2}{2} + |B_t| + C E^{1+\eta} - \int_{C_t} \langle \overline{S}, \tau \rangle d\|S\|. \]  

(58)

Notice that \(|A|^2 = \int |Df|^2 \leq \int |Df|^2 \leq CE\), thus implying

\[ |\overline{\tau}| = \sqrt{\langle \tau, \overline{\tau} \rangle} = \sqrt{\det(\delta_{ij} + Ae_i \cdot Ae_j)} = \sqrt{1 + |A|^2 + O(|A|^4)} = 1 + \frac{|A|^2}{2} + O(E^2) \]

(60)

\[ \langle (e_1 + Df e_1) \wedge \ldots \wedge (e_m + Df e_m), \overline{\tau} \rangle = \det(\delta_{ij} + Df e_i \cdot Ae_j) \]
\[ = 1 + Df \cdot A + O(|Df|^2 |A|^2) \]
\[ = 1 + Df \cdot A + O(E^{1+2\eta}). \]

Hence, from

\[ \overline{S} = \frac{(e_1 + Df e_1) \wedge \ldots \wedge (e_m + Df e_m)}{\|(e_1 + Df e_1) \wedge \ldots \wedge (e_m + Df e_m)\|}, \]

we have that

\[ \int_{C_t} \langle \overline{S}, \tau \rangle d\|S\| = \int_{B_t} \left(1 + Df \cdot A + O(E^{1+2\eta})\right) \left(1 + \frac{|A|^2}{2} + O(E^2)\right)^{-1} dx \]
\[ = \int_{B_t} \left(1 + Df \cdot A - \frac{|A|^2}{2}\right) dx + O(E^{1+2\eta}). \]

(59)

Putting together (58) and (59), we obtain the desired conclusion,

\[ e(S, C_t, \tau) = \int_{B_t} \frac{|Df|^2 + |A|^2 - 2 Df \cdot A}{2} + O(E^{1+\eta}) = \int_{B_t} \frac{|Df - A|^2}{2} + O(E^{1+\eta}). \]

The basic step in De Giorgi’s decay estimate is the following.

**Proposition A.7.** For every \( \theta > 0 \), there exists \( \varepsilon > 0 \) such that, if \( T \) is an area-minimizing \( m \)-dimensional integer rectifiable current in \( B_1 \) such that

\[ \partial T = 0, \quad \theta(T, 0) = 1 \quad \text{and} \quad \|T\|(B_1) \leq \omega_m + \varepsilon, \]

then

\[ e(T, B_{\frac{1}{2}}) \leq \left(1 - \frac{1}{2m+2} + \theta\right) e(T, B_1). \]  

(60)

Proof. The proof is by contradiction. Assume that there exists \( \theta > 0 \) and a sequence of area-minimizing currents \((T_l)_{l \in \mathbb{N}}\) in \( B_1 \) satisfying (54) such that

\[ e(T_l, B_{\frac{1}{2}}) > \left(1 - \frac{1}{2m+2} + \theta\right) e(T_l, B_1). \]  

(61)

Let \( r_l \) be the sequence in Section A.2. Clearly, it holds that

\[ e(T_l, C_{r_l}, e_m) = e(T_l, C_{r_l} \cap B_1, e_m) \leq e(T_l, B_1, e_m) = e(T_l, B_1). \]
For every \( \delta > 0 \), we have that
\[
e(T_1, C_{\frac{1}{4}}) \geq e(T_1, B_{\frac{1}{4}}) > \left( \frac{1}{2m+2} + \theta \right) e(T_1, B_1)
\]
\[
\geq \left( \frac{1}{2m+2} + \theta \right) e(T_1, C_{\tau_1}, \epsilon_m).
\]
(62)

Let \( E_1, f_l, u_l \) be as in Proposition A.4 and \( u : B_1 \to \mathbb{R}^n \) the harmonic function such that \( u_l \) converges to \( u \) in \( W^{1,2}_{loc}(B_1) \). Note that (62) and Remark A.5 imply that
\[
\int_{B_{\frac{1}{2}}} |Du|^2 = \lim_{l \to +\infty} \int_{B_{\frac{1}{2}}} |Du_l|^2 = \lim_{l \to +\infty} \frac{2 e(T_1, C_{\frac{1}{4}})}{E_l} > 2 \left( \frac{1}{2m+2} + \theta \right) > 0.
\]

In particular, \( Du \) is not identically 0. Since from Remark A.5 \( \int_{B_1} |Du|^2 \leq 2\omega_m \), from (62) and Lemma A.6, we get
\[
\int_{B_{\frac{1}{2}}} \frac{|Df_l - A_l|^2}{2} + CE_l^{1+n} \geq e(T_1, C_{\frac{1}{4}}, \tau_l)
\]
\[
\geq e(T_1, C_{\frac{1}{4}})
\]
\[
\geq \left( \frac{1}{2m+2} + \theta \right) E_l \int_{B_{1}} |Du|^2.
\]

where \( A_l = \frac{1}{f_{B_{1/2}}} Df_l \) and \( \tau_l \) is as in (57).

Rescaling by \( E_l \) and passing to the limit in \( l \), for \( (Du)_s = \frac{1}{f_{B_s}} Du \), we get
\[
\int_{B_{\frac{1}{2}}} |Du - (Du)_s|^2 \geq \left( \frac{1}{2m+2} + \theta \right) \int_{B_1} |Du|^2 \geq \left( \frac{1}{2m+2} + \theta \right) \int_{B_1} |Du - (Du)_1|^2,
\]
against the decay property of harmonic functions. This gives the contradiction and concludes the proof.

We conclude with the proofs of Proposition 2.2 and Corollary 2.4.

**Proof of Proposition 2.2.** The proof is now an easy consequence of Proposition A.7.

For every \( \delta > 0 \) choose \( \theta > 0 \) such that
\[
\left( \frac{1}{2} \right)^{2-2\delta} = \frac{1}{4} + 2^m \theta.
\]

Fix \( \varepsilon \) sufficiently small so that Proposition A.7 applies. Then, if we chose \( \varepsilon \) small enough in the hypothesis (H) of Proposition 2.2, recalling the beginning of Section A.2, we have that
\[
\|T\|(B_{1/2}(p)) \leq (\omega_m + \varepsilon) 2^{-m} \quad \text{for every } p \in \text{supp}(T) \cap B_{1/2}.
\]

It follows from the monotonicity formula that \( \|T\|(B_r(p)) \leq (\omega_m + \varepsilon)r^m \) for every \( r \). Therefore, we can apply iteratively (the appropriate rescaled version of) Proposition A.7, and for \( 2^{-k-1} < r \leq 2^{-k} \) one obtains
\[
\text{Ex}(T, B_r(p)) \leq C \text{Ex}(T, B_{2r}(p))
\]
\[
\leq C \left( \frac{1}{2^k} \right)^{2-2\delta} \text{Ex}(T, B_{1/2}(p))
\]
\[
\leq C \text{Ex}(T, B_1) r^{2-2\delta}.
\]

\( \square \)
Proof of Corollary 2.4. Consider two admissible pairs \((p, \rho, \pi)\) and \((p, 2\rho, \pi')\). Using the monotonicity \(||T||(B_s(p)) \geq \omega_ms^m\) for every \(s > 0\), it follows that
\[
|\vec{\pi} - \vec{\pi}'|^2 \leq C \rho^{-m} \int_{B_{2\rho}} |\vec{\pi} - \vec{T}|^2 d\|T\| + C (2\rho)^{-m} \int_{B_{2\rho}} |\vec{\pi}' - \vec{T}|^2 d\|T\|
\]
\[
\leq C \varepsilon_0^2 \rho^{2-2\delta}.
\]
Hence, for admissible pairs \((p, \rho, \pi)\) and \((p, \rho', \pi')\) with \(\frac{p}{\rho} < \rho' \leq \frac{p}{\rho}\), we have
\[
|\vec{\pi} - \vec{\pi}'|^2 \leq C \varepsilon_0^2 \sum_{i=0}^k \left( \frac{\rho}{2\pi} \right)^{2-2\delta} \leq C \varepsilon_0^2 \rho^{2-2\delta} \sum_{i=0}^k 2^{-(2-2\delta)k} \leq C \varepsilon_0^2 \rho^{2-2\delta}. \tag{63}
\]
As already noticed, Proposition 2.2 implies that there exists an admissible \(\vec{\pi}_{p,p}\) for every \(p \in B_{\frac{1}{2}} \cap \text{supp} (T)\) and \(\rho \leq \frac{1}{2}\). Therefore, from (63) one deduces the existence of the limit plane \(\vec{\pi}_p = \lim_{\rho \to 0} \vec{\pi}_{p,p}\). Moreover, the same computations imply that, if \(\pi\) is admissible, then \(|\pi - \vec{\pi}_{p,p}| \leq C \varepsilon_0^2 \rho^{-1}\). Vice versa, if \(|\pi - \vec{\pi}_p| \leq C' \varepsilon_0^2 \rho^{-1}\), then \(\pi\) is admissible (the constant \(C'\) is possibly larger than \(C''\)). Finally, from \(\text{Ex}(T, B_p, \vec{\pi}_p) \leq C \varepsilon_0^2 \rho^{2-2\delta}\), it follows straightforwardly that \(\pi_p\) is the tangent plane to \(T\) at \(p\), thus proving (b).

Reasoning as above, for \(p, p' \in \text{supp} (T) \cap B_{\frac{1}{2}}\), setting \(r = |p - p'|\), we have that
\[
|\vec{\pi}_p - \vec{\pi}_{p'}|^2 \leq \frac{C}{r^m} \int_{B_{r}(p) \cap B_{r}(p') \cap \text{supp} (T)} \left( |\vec{\pi}_p - \vec{T}|^2 + |\vec{\pi}_{p'} - \vec{T}|^2 \right)
\]
\[
\leq \frac{C}{r^m} \int_{B_{r}(p) \cap \text{supp} (T)} |\vec{\pi}_p - \vec{T}|^2 + \frac{C}{r^m} \int_{B_{r}(p') \cap \text{supp} (T)} |\vec{\pi}_{p'} - \vec{T}|^2
\]
\[
\leq C \varepsilon_0^2 r^{2-2\delta}.
\]
It follows that, if \((p, \rho, \pi)\) and \((p, \rho', \pi')\) are admissible and, to fix the ideas \(\rho' \leq \rho\), then
\[
|\vec{\pi} - \vec{\pi}'|^2 \leq C \rho^{2-2\delta} + |\vec{\pi}_p - \vec{\pi}_{p'}|^2 \leq C \varepsilon_0^2 \max \{\rho, \rho', |p - p'|\}^{2-2\delta}. \tag{64}
\]
This is all we need to conclude. Indeed, by the fact that \(\mathcal{P}(T | B_{1/2} \cap C_{1/4}) = \|B_{1/4}\|\), it follows that \(\text{supp} (T)\) is a graph of a function on \(B_{1/4}\), thus giving (c). Moreover, from \(|\vec{\pi}_0 - \vec{\pi}_p|^2 \leq C \varepsilon_0^2 |p|^2 \gamma_{1/2} \leq C \varepsilon_0^2\), it follows that the Lipschitz constant of this function is bounded by \(C \varepsilon_0\). Hence, \(|p - p'| \leq C |q - q'|\) for \(p, p' \in \text{supp} (T) \cap B_{1/2} \cap C_{1/4}\), where \(q = \mathcal{P}(p), q' = \mathcal{P}(p')\), and estimate (a) follows from (64). \qed
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