
1. for each pair s0 ≤ s1 and any i ∈ N, φs0,s1(i) is a probability measure on N

2. φs,s = Id

3. for a triple s0 ≤ s1 ≤ s2 one has φs0,s2 = φs1,s2 ◦ φs1,s0 .

Consider the addition map + : N×N→ N. A Markov process (φs0,s1) is called a Markov branching
process if for each pair s0 ≤ s1 one has

φs0,s1(0) = δ0

and the diagram

N×N
φs0,s1⊗φs0,s1−−−−−−−−→ N⊗N

+

" "+

N
φs0,s1−−−→ N

commutes. In other words, (φs0,s1) is a branching process if the morphisms φs0,s1 are homomor-
phisms of monoids.

For a morphism φ : N→ N we may define a measure φ∨ on N×N setting

φ∨(p, q) = φ(p, q)

Let further
c : (N×N)× (N×N) → N×N

be an expansion morphism of the form

c((n1, n2), (m1,m2)) =
{

0 if n2 (= m1

δn2 if n2 = m1

Lemma 3.3 [mardes] There is a bijection between the set of Markov processes on N over T and
the set of families of measures µI on N×N where I runs through all non-degenerate subintervals
I of T , satisfying the following conditions

1. for each I and each i ∈ N one has µI({i}×N) = 1

2. for each s0 < s1 < s2 one has

c∗(µ[s0,s1] ⊗ µ[s1,s2]) = µ[s0,s2]

Proof: ???

Lemma 3.4 [isbran] The bijection of Lemma 3.3 identifies Markov branching processes with fam-
ilies (µI) such that for each I one has

u∗(µI ⊗ µI) = µI

where
u : (N×N)× (N×N) → N×N

is the map ((n1, n2), (m1,m2)) )→ (n1 + m1, n2 + m2).
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